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A B S T R A C T   

Vertically integrated semiconductor devices and interposer-based heterogeneous integration technologies are 
being commonly investigated for advanced microelectronic chips. Such multilayer structures often integrate 
layers of unequal lateral sizes. While most of the past literature on thermal modeling of multilayer semiconductor 
chips considers layers of uniform widths, heat transfer in multilayer systems with unequal widths orthogonal to 
the thickness direction has not been investigated much. This remains an important challenge towards effective 
thermal management of vertically integrated ICs and other semiconductor chips. This work presents an analytical 
model to determine the temperature distribution in a multilayer device with unequal layer widths. A series 
solution for temperature distribution in each layer is derived, with an independent set of eigenvalues for each 
layer. The coefficients of the series solutions are determined through the derivation of a set of linear algebraic 
equations in the coefficients. Results are found to be in good agreement with numerical simulations, and also 
agree well with past work for special cases. An analysis of the impact of unequal widths on heat transfer and 
temperature distribution is presented. It is shown that the lower the ratio of the layer widths, the greater is the 
peak temperature. On the other hand, layer thickness is found to have an interesting, non-monotonous impact on 
peak temperature, which is explained on the basis of the two-dimensional nature of heat transfer in this problem. 
It is found that for a representative SiGe-Si device, peak temperature increases by around 9% as the SiGe layer 
width is reduced to one-third compared to a baseline equal width case. The novelty of the present work is that it 
presents the thermal modeling of an important multilayer semiconductor architecture, which has not been 
addressed much in the past. Results presented here may help improve the thermal design of vertically integrated 
semiconductor devices and other similar multilayer devices.   

1. Introduction 

Thermal management of semiconductor devices and systems con
tinues to remain a key technological challenge that affects performance 
and reliability [1,2]. Traditionally, low-power semiconductor chips 
have been cooled simply by natural convection or air cooling along with 
a heat spreader and heat sink [3]. Liquid cooling [4] and two-phase 
cooling [5] have also been investigated for chips with higher power 
dissipation. In general, key challenges in semiconductor thermal man
agement include dynamic non-uniform heat generation [6], interfacial 
thermal contact resistances [7] and trade-offs between thermal and 
electrical performance [8]. 

The continued increase in transistor density along with vertical 
heterogeneous integration of multiple chips makes the challenge of heat 
removal even more formidable [9]. In particular, heat transfer pathways 

within vertically integrated devices and interposer based 
System-in-Package (SiP) are more complicated and limited compared to 
traditional chips [10]. Moreover, features specific to such technologies, 
such as through-Silicon vias (TSVs) [11] and inter-die bond pads [12] 
offer additional challenges such as thermal contact resistance between 
adjacent die [13]. Finally, the integration of materials with differing 
temperature requirements also necessitates careful thermal 
management. 

There remains a continued need for accurate tools for predicting the 
temperature distribution in multilayer semiconductor chips. Experi
mental temperature measurement is time consuming and expensive, and 
does not offer the ability of rapid iterative improvement, due to the 
prohibitive cost of Silicon design and fabrication. Therefore, tempera
ture prediction tools are valuable for pre-fabrication design. While the 
calculation of the full transient temperature distribution is desirable 
[14], thermal design is often carried out simply on the basis of 
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steady-state concepts such as junction-to-ambient thermal resistance 
[15]. A compact thermal modeling approach has been shown to result in 
accurate temperature prediction for use in electrical design [14]. A 
thermal resistance network based thermal model of a 3D IC has been 
shown to result in around 10% increase in peak temperature rise 
compared to an equivalent traditional IC [15]. Computation of the 
temperature field in a two-layer 3D IC using Green’s function method 
has been used for thermal-electrical co-optimization [16]. The under
lying energy conservation equations have been solved in order to derive 
closed-form expressions for the temperature field for equally-sized die 
[17,18]. While an iterative model was used to demonstrate 13% 
reduction in peak temperature through thermally-aware floorplanning, 
an exact non-iterative solution was used to quantify the increase in 
temperature rise with increasing number of die in the stack and 
increasing thermal resistance between die [18]. An 8% increase in peak 
temperature for a stack of unequally-sized die compared to a uniform die 
stack was reported using an iterative method that suffered from 
convergence challenges [19]. Resistance-capacitance network based 
thermal models for a 3D IC are also available [14]. A key conclusion 
from such papers is that heat generated in one layer often flows through, 
and causes additional temperature rise in multiple other layers. The 
integration of temperature prediction tools with electrical design models 
and tools has been widely explored for co-design and co-optimization. 
For example, thermal-aware 3D placement has been shown to result in 
34% reduction in peak temperature [20]. A similar 30–60 ◦C reduction 
in peak temperature was reported by temperature-aware routing in 3D 
ICs using a resistance-based temperature computation [21]. It is 
important for thermal models, whether analytical or numerical, to ac
count for various complications that occur in a vertically integrated 
device, including dynamic and spatially-varying heat generation, 
inter-die thermal resistance, presence of TSVs and unequally sized die. 

A key design flexibility offered by vertical integration technology in 
semiconductors is the ability to integrate multiple die of different sizes. 
The die-on-wafer integration technique makes it possible to separately 
fabricate and then bond individual die on to a large wafer [13]. This 
enables improved yield due to the use of known good die (KGD) as well 
as the ability to partly fabricate at cheaper technology nodes, such as 
memory die that can be fabricated using older, depreciated technology. 
Similarly, interposer-based package integration makes it possible to 
integrate multiple chips/chiplets of different sizes on to the same 
interposer [22]. In such technologies, the two or more die being inte
grated are not of the same size, which offers unique thermal challenges. 
In general, the flow of heat between two unequally-sized die results in 
thermal spreading, and, therefore, increased temperature rise. While 
such thermal spreading effects have been studied in the context of 
electronics packaging, where the heat spreader is usually larger in size 

than the die [23], there is a lack of work in the context of a multilayer 
chip in which each die itself is of different size. Since such designs are 
now becoming common due to heterogeneous integration technologies 
such as vertically integrated devices and interposers, it is important to 
develop an understanding of thermal transport in multilayer devices 
with unequally sized layers. 

Analytical thermal modeling of a stack of unequally-sized die is 
complicated because each substrate may have a different set of eigen
values, and, therefore, satisfying the interface conditions is not straight
forward. Moreover, modeling of interfacial conditions is not trivial 
because the die-to-die interface exists along only along the intersecting 
surface, while a different – usually adiabatic – boundary condition must 
be applied in the overhanging region. As a result of these complications, 
only limited literature is available on thermal modeling of a multilayer 
device with unequally-sized die. An iterative technique has been pro
posed for solving such a problem [19], which, however, is very 
cumbersome, and suffers from convergence challenges. This problem is 
similar to the thermal spreading resistance problem, in which, heat 
conducts from a source into a larger body, for which, a sizable literature is 
available [24]. However, such a model completely ignores thermal con
duction in the smaller die, and treats it, instead, only as a boundary 
condition imposed on the larger die [23,24]. A limited work does account 
for thermal conduction in both mating bodies of unequal size, but the 
bodies are both considered to be semi-infinitely thick [25], which is 
clearly an unrealistic model for semiconductor chips. Finally, the litera
ture cited above is limited only to steady state analysis and does not ac
count for transient effects such as dynamic changes in heat dissipation, as 
well as thermal resistance between layers [12,26], which itself may be a 
function of space due to spatial distribution of bond pads over the inter
face between adjacent die [7,27]. There is, clearly, a need to compre
hensively examine thermal transport in a multilayer body with 
unequally-sized layers and account for the various realistic complica
tions that arise in a vertically integrated semiconductor device. 

This work presents an analytical model for thermal conduction in a 
multi-layer body in which the layers may be of unequal width. Spatial 
variation in heat flux at one end, as well as in thermal contact resistance 
between adjacent die is also accounted for. Series solutions for the steady 
state temperature field with independent eigenvalues in each layer are 
written. Coefficients appearing in the series solution are determined by 
deriving a set of linear algebraic equations on the basis of interface con
ditions between the layers. It is shown that for special cases, the general 
model considered in the present work agrees well with results from pre
vious work, in addition to an excellent agreement with numerical simu
lations. The key novelty of this work is in addressing the heat transfer 
problem in multilayer devices with unequal layer widths, which is 
representative of several state-of-the-art semiconductor devices. 

Nomenclature 

Bi Biot number, Bi = hzM
kM 

ḡ non-dimensional thermal contact resistance, ḡm(η) =

Rm(y)kM
zM 

h convective heat transfer coefficient (Wm− 2K− 1) 
k thermal conductivity (Wm− 1K− 1) 
k̄ non-dimensional thermal conductivity, k̄m =

km
kM 

M number of layers 
N number of eigenvalues 
q″ heat flux (Wm− 2) 
q heat (W) 

q̄ non-dimensional heat flux, q̄(η) =
q″(y)zM

kM(Tref − Tamb)

R thermal contact resistance (Km2W− 1) 

T temperature (K) 
w width of the body in the y direction (m) 
w̄ non-dimensional width of the body in the y direction, w̄m =

wm
zM 

y, z spatial coordinates (m) 
η, ξ non-dimensional spatial coordinates, η =

y
zM
; ξ = z

zM 

γ non-dimensional interface location, γm = zm
zM 

θ non-dimensional temperature, θm = Tm − Tamb
Tref − Tamb 

λ non-dimensional eigenvalue 

Subscripts 
amb ambient 
m layer number 
M total number of layers 
ref reference  
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The next section defines, non-dimensionalizes and presents a solu
tion for the problem considered in this work. This is followed by a dis
cussion of key results in Section 3, including convergence analysis, 
comparison with past work and numerical simulations, and the impact 
of various problem parameters on the temperature distribution. Finally, 
Section 4 presents key conclusions of this work. 

2. Mathematical modeling 

Fig. 1 presents a schematic of a general M-layer semiconductor de
vice with layers of unequal widths, as may be the case in a vertically 
integrated semiconductor device. The width of each layer is given by 
2wm and the thickness of the mth layer is zm − zm− 1, where m=1,2..M. 
Each layer has its own uniform and isotropic thermal conductivity 
denoted by km (m=1,2..M). Rm(y) (m=1,2..M-1) denote the thermal 
contact resistances between adjacent layers, assumed, in general to vary 
along the interface. The bottom face of the body is assumed to experi
ence a spatially varying heat flux q″(y), which may be representative of 
heat generation due to transistor operation. Convective cooling occurs 
on the top surface, which is modeled by a constant heat transfer coef
ficient h. This boundary condition represents, for example, cooling of the 
device by a heat sink. All other boundaries in the problem, including side 
walls and overhanging surfaces are assumed to be adiabatic in nature, as 
is commonly the case in semiconductor devices [17–19]. Additionally, 
symmetry is assumed as shown in Fig. 1, which allows consideration of 
only one half of the problem. Therefore, the steady state governing 
equation for temperature distribution in one half of the body is given by 
[17,28]: 

∂2Tm

∂z2 +
∂2Tm

∂y2 = 0 (zm− 1 ≤ z ≤ zm; 0 ≤ y ≤ wm; m= 1, 2, ..M) (1)  

Based on the problem statement discussed above, the z-direction 
boundary conditions are as follows [17,28]: 

− k1
∂T1

∂z
= q″(y) (z= 0) (2)  

kM
∂TM

∂z
+ h(TM − Tamb) = 0 (z= zM) (3) 

The following interface condition models thermal contact resistance 
between layers [29]: 

Tm =Tm+1 − km
∂Tm

∂z
Rm(y) (0<y<min(wm,wm+1); z=zm; m=1,2, ..M − 1)

(4)  

Here, min(wm,wm+1) represents the smaller of the widths of the two 

adjacent layers, over which the layers intersect. 
For each interface, m = 1,2, ..M − 1, the following flux condition is 

imposed at z = zm if wm ≤ wm+1 [17,28]: 

km+1
∂Tm+1

∂z
=

⎧
⎪⎨

⎪⎩

km
∂Tm

∂z
(0 < y ≤ wm )

0 (wm < y ≤ wm+1)

(z= zm) (5a) 

On the other hand, if wm > wm+1 [17,28], 

km
∂Tm

∂z
=

⎧
⎪⎨

⎪⎩

km+1
∂Tm+1

∂z
(0 < y ≤ wm+1 )

0 (wm+1 < y ≤ wm)

(z= zm) (5b) 

The two-part nature of Eq. (5a) and (b) ensures that the boundary is 
modeled as adiabatic for y > min(wm,wm+1) at each interface, as shown 
by the thick black lines in Fig. 1. The adiabatic nature of the overhanging 
boundary is justified because in practical semiconductor devices, most 
of the heat removal occurs from one of the end faces that has a heat sink 
attached [3]. Coolant air flow is mostly directed at the heat sink rather 
than the overhanging surface. Moreover, it is common for multilayer 
semiconductor devices to be encapsulated in low thermal conductivity 
epoxy [13] that prevents significant heat transfer from the overhanging 
surface. 

Note that for the special case of equal layer widths (wm = wm+1), 
Eqs. (4) and (5) reduce to the usual temperature and flux continuity 
equations between layers of equal width. 

Boundary conditions along the symmetry line and on the side walls 
are given by [3]: 

∂Tm

∂y
= 0 (y= 0,wm; m= 1, 2..M) (6) 

Eq. (6) is justified because most of the heat removal in practical 
semiconductor devices occurs through the top or bottom surface where a 
heat sink may be attached. In contrast, there is minimal air flow around 
the sidewalls, which also have relatively very small surface area, all of 
which results in heat removal from the side walls [3]. 

The problem defined by Eqs. (1)–(6) is first non-dimensionalized as 
follows: 

θm =
Tm − Tamb

Tref − Tamb
; ξ =

z
zM

; η =
y

zM
; γm =

zm

zM
; w̄m =

wm

zM
; k̄m =

km

kM
ḡm(η)

=
Rm(y)kM

zM
; q̄(η) = q″(y)zM

kM
(
Tref − Tamb

);Bi =
hzM

kM
(7)  

Here, γm are the interface locations, w̄m and k̄m are the layer widths and 
thermal conductivities, respectively. Further, ḡm, q̄ and Bi represent the 
non-dimensional thermal contact resistances at interfaces, heat flux and 
convective heat transfer coefficient, respectively. Note that Tref is an 
arbitrary temperature such that Tref ∕= Tamb. 

The non-dimensional set of equations based on Eq. (7) is obtained as 
shown below: 

∂2θm

∂ξ2 +
∂2θm

∂η2 = 0 (γm− 1 ≤ ξ ≤ γm; 0 ≤ η ≤ w̄m; m= 1, 2..M) (8)  

− k̄1
∂θ1

∂ξ
= q̄(η) (ξ= 0) (9)  

∂θM

∂ξ
+ Bi⋅θM = 0 (ξ= 1) (10)  

θm = θm+1 − k̄m
∂θm

∂ξ
ḡm(η) (0< η<min(w̄m, w̄m+1); ξ= γm; m= 1, 2..M − 1)

(11)  
Fig. 1. Schematic of the general M-layer semiconductor device with layers of 
unequal widths. The device is assumed to be symmetric about the centerline, 
as shown. 
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k̄m+1
∂θm+1

∂ξ
=

⎧
⎪⎨

⎪⎩
k̄m

∂θm

∂ξ
(0 < η ≤ w̄m )0 (w̄m < η ≤ w̄m+1) (ξ= γm; if w̄m

≤ w̄m+1)

(12a)  

k̄m
∂θm

∂ξ
=

⎧
⎪⎨

⎪⎩
k̄m+1

∂θm+1

∂ξ
(0 < η ≤ w̄m+1 )0 (w̄m+1 < η

≤ w̄m) (ξ= γm; if w̄m > w̄m+1) (12b)  

∂θm

∂η = 0 (η= 0, w̄m; m= 1, 2..M) (13) 

This problem in non-dimensional form is solved using the separation 
of variables technique by seeking a series solution for the temperature 
field in each layer as follows [28]: 

θm(ξ, η) = Am,0 + Bm,0ξ +
∑∞

n=1

(
Am,ncosh

(
λm,nξ

)
+Bm,nsinh

(
λm,nξ

))
cos
(
λm,nη

)

(14)  

Note that the Am,0 + Bm,0ξ term corresponds to the zero eigenvalue, and 
is necessitated by the adiabatic boundary conditions at both η = 0 and η 
= w̄m. The eigenfunctions cos(λm,nη) and eigenvalues λm,n =

nπ
w̄m 

are ob
tained using the symmetry and side wall boundary conditions, where n 
= 1, 2..∞. Note that, in general, each layer has a unique set of eigen
values. 

While the series solution given by Eq. (14) requires, in theory, an 
infinite number of terms, for practical computation, it is commonly 
truncated to a sufficiently large number of terms, N. Based on such 

truncation, a total of 2(N+1)M coefficients Am,0, Bm,0, Am,n and Bm,n 
(m= 1, 2, ..M; n= 0,1, 2, ..N) are needed to complete the solution, given 
by Eq. (14). These are determined by deriving a sufficient number of 
linear algebraic equations using the boundary and interface conditions 
along the ξ direction, given by Eqs. (9)–(12). 

To begin with, using Eq. (14) in Eq. (9) results in: 

k̄1

(

B1,0 +
∑N

n=1
λ1,nB1,ncos

(
λ1,nη

)
)

= − q̄(η) (15) 

Simply integrating Eq. (15) between η = 0 and η = w̄1 results in: 

B1,0 = −
1

k̄1w̄1

∫̄w1

0

q̄(η*)dη* (16)  

Further, multiplying Eq. (15) with cos(λ1,n′η) for n′ = 1,2..N and inte
grating between η = 0 and η = w̄1 yields: 

B1,n′ = −
2

k̄1w̄1
λ1,n′

∫̄w1

0

q̄(η*)cos
(
λ1,n′η*)dη* n′ = 1, 2..N (17) 

Eqs. (16) and (17) together constitute (N+1) equations. Note that for 
the special case of uniform heat flux ̄q, B1,0 = −

q̄
k̄1 

and B1,n′ = 0 for n′ = 1,
2..N. 

The next set of (N+1) equations are obtained by using the boundary 
condition at ξ = 1. Using Eq. (10), one may write: 

BM,0 +
∑N

n=1
λM,n

(
AM,nsinh

(
λM,n

)
+BM,ncosh

(
λM,n

))
cos
(
λM,nη

)

+ Bi

[

AM,0 +BM,0 +
∑N

n=1

(
AM,ncosh

(
λM,n

)
+BM,nsinh

(
λM,n

))
cos
(
λM,nη

)
]

= 0
(18) 

Term-by-term comparison in Eq. (18) yields the second set of (N+1) 
equations as follows: 

(1+Bi)BM,0 + Bi⋅AM,0 = 0 (19)  

and 

AM,n
(
λM,nsinh

(
λM,n

)
+Bicosh

(
λM,n

))
+ BM,n

(
λM,ncosh

(
λM,n

)
+Bisinh

(
λM,n

))

= 0 n = 1, 2..N
(20) 

The procedure for deriving the remaining equations based on 
boundary conditions at ξ = γm depends on whether w̄m is less than or 
greater than w̄m+1. Depending on the relative widths of the intersecting 
layers, either one of two distinct Cases apply at each interface – Case A 
(w̄m ≤ w̄m+1) or Case B (w̄m > w̄m+1), as illustrated in Fig. 2. 

When Case A applied, firstly, the flux condition given by Eq. 12(a) 
results in:   

Fig. 2. Illustration of (a) Case A and (b) Case B scenarios at the interface be
tween the mth and (m + 1)th layers. 

k̄m+1

[

Bm+1,0 +
∑N

n=1
λm+1,n

(
Am+1,nsinh

(
λm+1,nγm

)
+ Bm+1,ncosh

(
λm+1,nγm

))
cos
(
λm+1,nη

)
]

=

⎧
⎪⎨

⎪⎩
k̄m

[

Bm,0 +
∑N

n=1
λm,n
(
Am,nsinh

(
λm,nγm

)
+ Bm,ncosh

(
λm,nγm

))
cos
(
λm,nη

)
]

(0 < η ≤ w̄m )0 (w̄m < η ≤ w̄m+1)

(21)   
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Multiplying Eq. (21) with cos(λm+1,n′η) for n′ = 0, and integrating 
between η = 0 and η = w̄m+1 yields the following equation:    

The integrals in Eq. (22) drop out, leading to a considerably 
simplified equation as follows: 

k̄m+1Bm+1,0w̄m+1 − k̄mBm,0w̄m = 0 (23)  

Similarly, multiplying Eq. (21) with cos(λm+1,n′η) for n′ = 1, 2..N, fol
lowed by integration between η = 0 and η = w̄m+1 results in the 
following N equations at the interface:  

where Nm+1,n′ =

∫̄wm+1

0

cos2(λm+1,n′η*)dη*. Additional equations may be 

derived using the interface condition associated with the thermal con
tact resistance. Using Eq. (11), one may write: 

Am,0+Bm,0γm+
∑N

n=1

(
Am,ncosh

(
λm,nγm

)
+Bm,nsinh

(
λm,nγm

))
cos
(
λm,nη

)

=Am+1,0+Bm+1,0γm

+
∑N

n=1

(
Am+1,ncosh

(
λm+1,nγm

)
+Bm+1,nsinh

(
λm+1,nγm

))
cos
(
λm+1,nη

)

− k̄m

ḡm(η)
[

Bm,0

+
∑N

n=1
λm,n
(
Am,nsinh

(
λm,nγm

)
+Bm,ncosh

(
λm,nγm

))
cos
(
λm,nη

)
]

(25) 

Eq. (25) is also treated similar to Eq. (21). Specifically, Eq. (25) is 
multiplied with cos(λm,n′η) for n′= 0, 1, 2..N, and integrated between η =
0 and η=w̄m instead. The n′=0 case results in:   

(
Am,0+Bm,0γm

)
w̄m =

(
Am+1,0+Bm+1,0γm

)
w̄m − Bm,0k̄m

∫̄wm

0

ḡm(η*)dη*

−
∑N

n=1
k̄mλm,n

(
Am,nsinh

(
λm,nγm

)

+Bm,ncosh
(
λm,nγm

))
∫̄wm

0

ḡm(η*)cos
(
λm,nη*)dη*

+
∑N

n=1

(
Am+1,ncosh

(
λm+1,nγm

)

+Bm+1,nsinh
(
λm+1,nγm

))
∫̄wm

0

cos
(
λm+1,nη*)dη* (26)  

On the other hand, n′ = 1, 2..N results in:  

k̄m+1

⎡

⎣Bm+1,0w̄m+1 +
∑N

n=1
λm+1,n

(
Am+1,nsinh

(
λm+1,nγm

)
+ Bm+1,ncosh

(
λm+1,nγm

))
∫̄wm+1

0

cos
(
λm+1,nη*)dη*

⎤

⎦

= k̄m

⎡

⎣Bm,0w̄m +
∑N

n=1
λm,n
(
Am,nsinh

(
λm,nγm

)
+ Bm,ncosh

(
λm,nγm

))
∫̄wm

0

cos
(
λm,nη*)dη*

⎤

⎦ (22)   

k̄m+1

⎡

⎣Bm+1,0

∫̄wm+1

0

cos
(
λm+1,n′η*)dη* + Nm+1,n′

(
λm+1,n′

(
Am+1,n′sinh

(
λm+1,n′γm

)
+ Bm+1,n′cosh

(
λm+1,n′γm

)))

⎤

⎦

= k̄m

⎡

⎣Bm,0

∫̄wm

0

cos
(
λm+1,n′η*)dη* +

∑N

n=1
λm,n
(
Am,nsinh

(
λm,nγm

)
+ Bm,ncosh

(
λm,nγm

))
∫̄wm

0

cos
(
λm,nη*)cos

(
λm+1,n′η*)dη*

⎤

⎦ (24)   
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where Nm,n′ =

∫̄wm

0

cos2(λm,n′η*)dη* 

This completes the treatment for Case A. 
When Case B applies, i.e., when w̄m > w̄m+1, the flux condition given 

by Eq. (12b) is used to obtain  

Eq. (28) is multiplied with cos(λm,n′η) for n′ = 0, 1, 2, ..N, and inte
grated between η = 0 and η = w̄m, resulting in Eq. (23) for the n′ = 0 
case, and the following equation for n′ = 1,2..N: 

k̄m
[
Nm,n′λm,n′

(
Am,n′sinh

(
λm,n′γm

)
+ Bm,n′cosh

(
λm,n′γm

))]

= k̄m+1

⎡

⎣Bm+1,0

∫̄wm+1

0

cos
(
λm,n′η*)dη* +

∑N

n=1
λm+1,n

(
Am+1,nsinh

(
λm+1,nγm

)

+ Bm+1,ncosh
(
λm+1,nγm

))
∫̄wm+1

0

cos
(
λm+1,nη*)cos

(
λm,n′η

)
dη*

(29)  

Further, multiplication of Eq. (11) with cos(λm+1,n′η) and integration 
between η = 0 and η = w̄m+1 for n′ = 0, 1, 2, ..N yields the following 
N + 1 equations at the interface:   

Nm,n′
(
Am,n′cosh

(
λm,n′γm

)
+ Bm,n′sinh

(
λm,n′ γm

))
=
∑N

n=1

(
Am+1,ncosh

(
λm+1,nγm

)
+ Bm+1,nsinh

(
λm+1,nγm

))
∫̄wm

0

cos
(
λm+1,nη*)cos

(
λm,n′η*)dη*

− Bm,0k̄m

∫̄wm

0

ḡm(η*)cos
(
λm,n′η*)dη* −

∑N

n=1
k̄mλm,n

(
Am,nsinh

(
λm,nγm

)
+ Bm,ncosh

(
λm,nγm

))
∫̄wm

0

ḡm(η*)cos
(
λm,nη*)cos

(
λm,n′η*)dη* (27)   

k̄m

[

Bm,0 +
∑N

n=1
λm,n
(
Am,nsinh

(
λm,nγm

)
+ Bm,ncosh

(
λm,nγm

))
cos
(
λm,nη

)
]

=

⎧
⎪⎨

⎪⎩
k̄m+1

[

Bm+1,0 +
∑N

n=1
λm+1,n

(
Am+1,nsinh

(
λm+1,nγm

)
+ Bm+1,ncosh

(
λm+1,nγm

))
cos
(
λm+1,nη

)
]

(0 < η ≤ w̄m+1 )0(w̄m+1 < η ≤ w̄m)

(28)   

(
Am,0 + Bm,0γm

)
w̄m+1 +

∑N

n=1

(
Am,ncosh

(
λm,nγm

)
+ Bm,nsinh

(
λm,nγm

))
∫̄wm+1

0

cos
(
λm,nη*)dη* =

(
Am+1,0 + Bm+1,0γm

)

w̄m+1 − Bm,0k̄m

∫̄wm+1

0

ḡm(η*)dη* −
∑N

n=1
k̄mλm,n

(
Am,nsinh

(
λm,nγm

)
+ Bm,ncosh

(
λm,nγm

))
∫̄wm+1

0

ḡm(η*)cos
(
λm,nη*)dη*

(30)   

G. Krishnan and A. Jain                                                                                                                                                                                                                      



International Journal of Heat and Mass Transfer 217 (2023) 124708

7

and  

where Eq. (31) is written for n′ = 1,2, ..N. 
At each interface, either Eqs. (23), (24), (26) and (27) (Case A) or 

Eqs. (23), (29)–(31) (Case B) apply. Additionally, Eqs. (16), (17), (19) 
and (20) also apply. Taken together, these constitute a total of 2(N+1)M 
linear algebraic equations for the entire M-layer problem, which are 
sufficient for determining the 2(N+1)M unknown coefficients Am,0, Bm,0, 
Am,n and Bm,n (m = 1,2, ..M; n = 1,2, ..N). The solution for the temper
ature distribution is complete once the unknown coefficients are 
determined by solving this set of linear algebraic equations, for example, 
by matrix inversion. The final temperature distribution in each layer in 
non-dimensional form is given by Eq. (14). 

3. Results and discussion 

This section discusses key results based on the theoretical model 
presented above. Particular emphasis is given to a two-layer body, as it 
appears commonly in vertically integrated semiconductor technology 
and other applications. 

3.1. Convergence analysis 

The analytical solution derived in the previous section is in the form 
of an eigenfunction-based infinite series. In practice, only a finite 
number of terms can be computed. Specifically, the technique used in 
the present work is based on truncating the infinite series in Eq. (14) to a 

finite number of terms, N, and then determining the coefficients through 
a set of linear algebraic equations. Therefore, it is important to inves
tigate how the value of N affects the accuracy of the computed tem
perature distribution. For a representative two-layer body with layer 2 
wider than layer 1 (Case A), Fig. 3(a) plots temperature as a function of ξ 
across both layers at η = 1, and Fig. 3(b) plots temperature as a function 
of η at the heat flux face, ξ = 0. In each case, the temperature distri
bution is computed and plotted for different values of N. The problem 
parameters are w̄1 = 2, w̄2 = 4, k̄1 = 4, γ1 = 0.5, q̄ = 2, ̄g1 = 0.1, Bi =

1. The vertical dotted line in Fig. 3(a) represents the interface between 
layers 1 and 2. These plots indicate convergence of the temperature field 
at around N = 15, with negligible difference between N = 15 and N =

20 curves. Therefore, for all subsequent analysis presented in this work, 
a total of 15 terms are considered for computation. It is found that a 
similar convergence criterion also holds for Case B. Note that the 
discontinuity in the temperature profiles in Fig. 3(a) is due to the 
presence of non-zero thermal contact resistance between the layers. 

3.2. Numerical validation 

Further investigation of the accuracy of the analytical model pre
sented here is carried out through comparison with numerical simula
tions based on the finite-element method carried out in ANSYS Fluent. 
The geometry of a two-layer body is generated and meshed. Boundary 
conditions and interface thermal resistance is applied, consistent with 

Fig. 3. Effect of number of terms on temperature distribution for a two-layer body with Case A geometry: (a) θ as a function of ξ at η = w̄1/2; (b) θ as a function of η 
at ξ = 0. Curves are plotted for multiple number of eigenvalues. Problem parameters are w̄1 = 2, w̄2 = 4, k̄1 = 4, γ1 = 0.5, q̄ = 2, ḡ1 = 0.1, Bi = 1. 

∑N

n=1

(
Am,ncosh

(
λm,nγm

)
+ Bm,nsinh

(
λm,nγm

))
∫̄wm+1

0

cos
(
λm,nη*)cos

(
λm+1,n′η*)dη*

= Nm+1,n′
(
Am+1,n′cosh

(
λm+1,n′γm

)
+ Bm+1,n′sinh

(
λm+1,n′γm

))

− Bm,0k̄m

∫̄wm+1

0

ḡm(η*)cos
(
λm+1,n′η*)dη*

−
∑N

n=1
k̄mλm,n

(
Am,nsinh

(
λm,nγm

)
+ Bm,ncosh

(
λm,nγm

))
∫̄wm+1

0

ḡm(η*)cos
(
λm,nη*)cos

(
λm+1,n′η*)dη*

(31)   
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the problem considered here. Grid sensitivity of the numerical simula
tion is established by progressively refining the grid until further 
refinement does not result in significant change in the computed tem
perature distribution. Based on mesh sensitivity results summarized in 
Supplementary Information, a total of around 3500 element are used for 
this 2D simulation. 

Since the present work considers two distinct cases, Figs. 4 and 5 
present results for Case A (w̄1 = 3, w̄2 = 4) and Case B (w̄1 = 4, w̄2 = 3), 
respectively. Both Figs. 4(a) and 5(a) plot temperature as a function of ξ 
at η = 2.9, 3.2 and 3.4, with the distinction that in Fig. 4(a), heat flows 
from the narrower layer into the wider layer and vice versa in Fig. 5(a). 
In each plot, the vertical dotted line shows the interface between the 
layers. Similarly, Figs. 4(b) and 5(b) plot temperature as a function of η 
at ξ = 0, 0.5 and 1 for Cases A and B, respectively. The vertical dotted 
line in these plots represents the side wall of layer 1 (Fig. 4(b)) and the 
side wall of layer 2 (Fig. 5(b)). All problem parameters other than layer 
widths are identical to Fig. 3. Both Figs. 4 and 5 demonstrate excellent 
agreement between numerical simulations and the present work, with a 
worst-case deviation of less than 0.1% between the two. 

In addition to consistency with numerical simulations, Figs. 4 and 5 
also illustrate several interesting features of the temperature distribution 
for Cases A and B. Figs. 4(a) and 5(a) show that temperature profiles at η 

= 3.2 and η = 3.4 are both flat at ξ = 0.5, which is consistent with the 
adiabatic boundary condition imposed on the extended portions of layer 
2 in Case A and layer 1 in Case B. In Fig. 5(a), the gradual reduction in 
temperature with increasing ξ at η = 3.2 and η = 3.4 is a consequence of 
two-dimensional heat flow from the extended portion into layer 2. On 
the other hand, in Fig. 4(a), the curves are initially quite flat and begin to 
drop steeply as one approaches the convective cooling boundary. The 
temperature profile at η = 2.9 in Figs. 4(a) and 5(a) has a discontinuity 
at ξ = 0.5, which is a result of the non-zero interfacial thermal contact 
resistance, ̄g1 = 0.1 in this case. All curves in Figs. 4(b) and 5(b) are flat 
at the large η end due to the imposed adiabatic boundary conditions 
imposed at the side walls. In Fig. 4(b), along the heat flux face, the 
temperature drops towards the right side wall, whereas in Fig. 5(b), a 
significant rise in temperature is observed close to the right side wall. 
This rise in temperature in Fig. 5(b) is due to an increase in the inflow of 
heat from the extended portion of layer 1 and due to being further away 
from the layer 2 heat sink. On the other hand, the reduction in tem
perature close to η = 3 seen in Fig. 4(b) is a result of the right side wall of 
layer 1 being closer to the extended portion of layer 2 that is at a lower 
temperature. In Fig. 4(b), the curve at ξ = 0.5 is plotted initially along 
the interface and extends along the bottom surface of layer 2 beyond the 
side wall of layer 1. In contrast, the curve in Fig. 5(b) is plotted along the 

Fig. 4. Comparison with numerical simulations for a two-layer body with Case A geometry: (a) θ as a function of ξ at η = 2.9, 3.2 and 3.4, (b) θ as a function of η at ξ 
= 0, 0.5 and 1. Problem parameters are w̄1 = 3, w̄2 = 4, k̄1 = 4, γ1 = 0.5, q̄ = 2, ḡ1 = 0.1, Bi = 1. 

Fig. 5. Comparison with numerical simulations for a two-layer body with Case B geometry: (a) θ as a function of ξ at ξ = 2.9, 3.2 and 3.4, (b) θ as a function of η at ξ 
= 0, 0.5 and 1. Problem parameters are w̄1 = 4, w̄2 = 3, k̄1 = 4, γ1 = 0.5, q̄ = 2, ḡ1 = 0.1, Bi = 1. 
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interface and then the top surface of layer 1. In Fig. 4(b), at ξ = 0.5 and 
1, the temperature initially reduces slowly, and then much faster as one 
gets closer to the right sidewall of layer 2. This is because of lower 
penetration of heat in the η direction towards the right sidewall, which is 
a result of higher thermal resistance along the η-direction in the 
extended portion of layer 2 compared to the thermal resistance in the 
ξ-direction. In Fig. 5(b), the opposite effect is observed at ξ = 0 and 0.5 
due to the reversed geometry of Case B compared to Case A. In the curve 
corresponding to ξ = 1, the temperature rise is due to penetration of 
additional heat from the extended portion of layer 1. 

3.3. Comparison with past work 

In addition to numerical comparison, it is also instructive to compare 
results from the present work with past papers for special cases. Spe
cifically, results are compared with a past paper [27], in which, an 
analytical model was presented for multilayer heat transfer with layers 
of equal widths and with spatially varying thermal contact resistance 
between layers. In this past work, two-dimensionality of the tempera
ture field arises from spatial variation in the imposed heat flux and the 
spatially varying thermal contact resistance, whereas the present work 
analyzes a more general case where the layers do not have the same 
width. For comparison between the two, Fig. 6(a) plots temperature as a 
function of ξ at η = 4.5 for multiple values of w̄2 for a two-layer body 
with Case A geometry, while Fig. 6(b) plots temperature as a function of 
w̄2 at two locations L1 (ξ = 0, η = 0) and L2 (ξ = 0.6, η = 0) for Case B 
geometry. w̄1 = 5 in both Figures. Heat flux ̄q = 2.0 and thermal contact 
resistance ḡ = 0.1 are both considered to be uniform. All other problem 
parameter values are the same as Fig. 3. Fig. 6(a) clearly shows that 
temperature profile from the present work aligns well with result from 
past work [27] as w̄2 reduces and approaches the value of w̄1. For larger 
values of w̄2, the temperature distribution is lower than the equal width 
case due to extra heat dissipation through the extended portion of layer 
2. Similarly, Fig. 6(b) shows that as w̄2 increases and approaches the 
value of w̄1, temperature computed by the present model for unequal 
widths reduces and approaches the value from past work on equal width 
layer [27]. Good agreement is observed for both in the two layers. 

3.4. Typical temperature colormaps 

Fig. 7 presents typical temperature colormaps for three different 
problems in a two-layer body. Fig. 7(a) and 7(b) pertain to Cases A and 
B, respectively, with parameter values identical to Figs. 4 and 5, 

respectively. Fig. 7(c) considers the equal width case, w̄1 = w̄2 = 4. The 
maximum temperature observed in Fig. 7(a) is lower than in Fig. 7(b) 
due to greater cooling through the extended portion of layer 2, as well as 
an increased convective heat transfer from the boundary along the 
extended portion. In contrast, there is greater heat constriction in Fig. 7 
(b) and an increased heat influx caused by a wider layer 1. The location 
of the peak temperature is also different in the two cases, as expected. 
The peak temperature in Fig. 7(a) occurs at the origin, whereas in Fig. 7 
(b), the peak temperature occurs at the right-most corner of the heat flux 
boundary in layer 1, which is further away from the sink layer (layer 2) 
compared to the origin. This may explain the shift in the maximum 
temperature location. Compared to the unequal width cases A and B 
shown in Fig. 7(a) and 7(b), respectively, heat transfer becomes 
completely one-dimensional when w̄1 is equal to w̄2, as shown in Fig. 7 
(c). This is expected in such a case, because of no temperature gradient 
to drive heat flow in the lateral direction when both layers are of equal 
width and the applied heat flux and contact resistance are uniform as 
well. In this case, the peak temperature occurs all along the heat flux 
face. Comparing Fig. 7(b) and 7(c), for the same amount of heat influx, 
the peak temperature observed in Fig. 7(c) is lower because of additional 
cooling as a result of an increase in the size of the heat sink layer. 

In order to illustrate the technique developed here for more 
complicated geometries, two representative three-layer problems are 
also solved, and the temperature colorplots are presented in Fig. 8(a) 
and 8(b). In the first problem, w̄1 = 2, w̄2 = 4, w̄3 = 2, so that Cases A 
and B apply at the interface between layers 1 and 2, and between layers 
2 and 3, respectively. On the other hand, in the second problem, w̄1 = 2, 
w̄2 = 4, w̄3 = 6, so that Case A applies at both interfaces. The interface 
contact resistance is assumed to be spatially varying, as defined in the 
caption of Fig. 8. Comparing the two scenarios plotted in Fig. 8, the 
second one has lower peak temperature, which may be explained on the 
basis of greater area of the cooling boundary due to the larger size of 
layer 3, which prevails over the additional thermal spreading resistance 
that may be encountered. In both Fig. 8(a) and 8(b), heat penetration 
into layer 2 may be observed in the lower thermal contact region. In 
Fig. 8(b), due to different widths, one of the lower thermal contact 
resistance regions between layers 2 and 3 is directly aligned with the 
only lower thermal contact resistance region between layers 1 and 2. 
The relative size of this region is also higher because of different widths. 
This results in most of the heat from layer 1 flowing directly into layer 3 
through this region. On the other hand, in Fig. 8(a), the higher thermal 
contact resistance region between layers 2 and 3 is directly aligned with 
the lower thermal contact resistance region between layers 1 and 2. As 

Fig. 6. Comparison with past work: (a) θ as a function of ξ at η = w̄1/2 for multiple values of w̄2; (b) θ as a function of w̄2 at two locations L1 (ξ = 0, η = 0) and L2 (ξ 
= 0.6, η = 0). Problem parameters are w̄1 = 5, k̄1 = 4, γ1 = 0.5, q̄ = 2, ḡ1 = 0.1, Bi = 1. Values from past work on equally sized layers [27] are shown 
for comparison. 
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expected, greater heat penetration into layer 3 is observed in the lower 
thermal contact resistance region towards the left. 

3.5. Effect of unequal layer widths 

The effect of unequal layer widths w̄1 and w̄2 is studied further in 
Figs. 9 and 10. Fig. 9(a) and 9(b) plot temperature as a function of η at 
the heat flux face for multiple values of w̄2 and w̄1, respectively, in a two- 
layer body. In Fig. 9(a), w̄1 = 1, so that all curves correspond to a two- 
layer body with Case A geometry, whereas in Fig. 9(b), w̄2 = 1, so that 
all curves correspond to a two-layer body with Case B geometry. All 
other problem parameters are identical to the ones used in Fig. 3. In 
Fig. 9(a), as w̄2 increases, temperature across the heat flux face reduces 
by a moderately small amount. This effect can be attributed to greater 
cooling as the extended portion of layer 2 increases with increasing w̄2. 
Beyond a certain value of w̄2, however, this effect is expected to diminish 
as a result of an increase in the spreading resistance in layer 2 as well as 
an increase in thermal resistance along the η direction towards the 

sidewall. This diminishing effect can be clearly observed from the curves 
for w̄2 = 4 and 5, which are found to be very close to each other. On the 
other hand, in Fig. 9(b), the overall temperature across the heat flux face 
goes up much more strongly as w̄1 is increased. This is attributable to an 
increase in the total amount of heat entering the system, given that the 
heat flux is fixed, while the size of the cooling boundary remaining 
unchanged. Unlike Fig. 9(a), no saturation effect is expected in this case 
because, as seen in Fig. 9(b), the peak temperature goes up rapidly as the 
spreading resistance in layer 1 increases with increasing w̄1, in addition 
to the factors mentioned above. 

These effects are further illustrated by temperature colormaps in 
Fig. 10 for some of the cases considered above. Fig. 10(a) and 10(b) 
correspond to Case A, whereas Fig. 10(c) and 10(d) are associated with 
Case B. Between Fig. 10(a) and 10(b), a lower heat penetration in the 
extended portion of layer 2 is observed as w̄2 is increased, which is due 
to an increase in the spreading resistance. Between Fig. 10(c) and 10(d), 
layer 1 gets hotter as w̄1 is increased, especially in the extended portion 
of layer 1, which is due to an increase in the total heat entering the 

Fig. 8. Representative colorplots of the temperature field in a three-layer body: (a) w̄1 = 2, w̄2 = 4, w̄3 = 6; (b) w̄1 = 2, w̄2 = 4, w̄3 = 2. Other problem parameters 
are ̄k1 = 4, ̄k2 = 2, γ1 = 0.25, γ2 = 0.75, q̄ = 2, Bi = 1. Further, ̄g1(η) = 0.1 between 0.4w̄1 and 0.6w̄1, and 5 everywhere else. For (a), ̄g2(η) = 10 between 0.4w̄3 and 
0.6w̄3, and 0.1 elsewhere. For (b), ḡ2(η) = 10 between 0.4w̄2 and 0.6w̄2, and 0.1 elsewhere. 

Fig. 7. A representative colorplot of the temperature field in a two-layer body: (a) w̄1 = 3, w̄2 = 4 (Case A); (b) w̄1 = 4, w̄2 = 3 (Case B); (c) w̄1 = w̄2 = 4 (uniform 
width). Other problem parameters are identical to Fig. 4. 
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system and spreading resistance of, while the heat sink size remains 
constant. 

A key interpretation of results discussed in this sub-section is that 
thermal considerations should be taken into account in multilayer chip 
design in terms of the sizes of each die. While using die of unequal sizes 
may offer design flexibility, this must be weighed against potential 
deterioration in thermal performance, and hence reliability. For 
example, Fig. 9 quantifies the extent of temperature rise to be expected 
for a number of different layer widths. 

3.6. Effect of thermal contact resistance 

The effect of thermal contact resistance is presented next in Fig. 11 
for Case A, assuming w̄1 = 2 and w̄2 = 4. Fig. 11(a) plots temperature as 
a function of ξ across both layers at η = 1, while Fig. 11(b) plots tem
perature as function of η in layer 2 at ξ = 0.6, very close to the interface. 
In each case, multiple curves corresponding to different values of the 
inter-layer thermal resistance ̄g1 are plotted, including the ̄g1 = 0 perfect 
thermal contact case. All other problem parameters are the same as 
Fig. 3. As expected, Fig. 11(a) clearly shows that the temperature of 
layer 1 goes up as the contact resistance magnitude is increased. On the 
other hand, the temperature in layer 2 has a much weaker dependence 
on ḡ1, as seen in the curves between ξ = γ1 and ξ = 1 in Fig. 11(a). In 

Fig. 11(b), similar to the observation for layer 2 in Fig. 11(a), the tem
perature profiles show a weak dependence on ḡ1, which diminishes 
further in the extended portion of layer 2. 

A key interpretation of results discussed in this sub-section is that 
thermal contact resistance, which is well known to occur in vertically 
integrated semiconductor devices may adversely affect temperature [13, 
26]. Note that ḡm(η) =

Rm(y)kM
zM 

for a Silicon chip of thickness of the order 
of 1 mm, ̄g1 of the order of 0.5 as considered in Fig. 11 corresponds to a 
thermal contact resistance of around 3 × 10− 6 Km2/W, which is close to 
the reported value for vertically integrated semiconductor devices [26]. 

3.7. Effect of Biot number 

Biot number is the key non-dimensional parameter that governs 
boundary cooling. The impact of Bi is investigated in Fig. 12. Fig. 12(a) 
plots temperature as a function of ξ at η = w̄1/2 for multiple values of Bi. 
On the other hand, Fig. 12(b) plots the maximum temperature as a 
function of Bi for multiple values of ̄k1. Other problem parameters in this 
Figure are identical to Fig. 3. As expected, Fig. 12(a) shows a reduction 
in temperature distribution with increasing Bi, which may be attributed 
to more effective boundary cooling. This effect is also observed in Fig. 12 
(b), in which, the observed peak temperature drops as Bi increases. This 
is a particularly pronounced effect at small Bi, where even minor 

Fig. 10. Temperature colorplots in a two-layer body: (a) w̄1 = 2 and w̄2 = 2.5 (Case A); (b) w̄1 = 2 and w̄2 = 4 (Case A); (c) w̄1 = 2.5 and w̄2 = 2 (Case B); (c) w̄1 = 3 
and w̄2 = 2 (Case B). Problem parameters are k̄1 = 4, γ1 = 0.5, q̄ = 2, ḡ1 = 0.1, Bi = 1. 

Fig. 9. Effect of w̄1 and w̄2 in a two-layer body: (a) θ as a function of η at ξ =0 for w̄1 = 1 and multiple values of w̄2 (Case A); (a) θ as a function of η at ξ =0 for w̄2 

= 1 and multiple values of w̄1 (Case B). Other problem parameters are the same as Fig. 3. 
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improvement in boundary cooling results in significant improvement in 
peak temperature. The saturation in peak temperature at large Bi is 
indicative of isothermal conditions, wherein further increase in Bi does 
not bring about significant incremental improvement. Fig. 12(b) also 
shows an important impact of k̄1, wherein the peak temperature is 
higher for lower values of k̄1. This is mainly due to increased thermal 
resistance within the two-layer body as k̄1 decreases. 

From a physical perspective, a Biot number of 1.0 corresponds to a 
convective heat coefficient of around 1000 Wm− 2K− 1 for a glass inter
poser chip of 1 mm total thickness. Such a convective heat transfer co
efficient is realistically obtainable from aggressive air or liquid cooling 
methods. Depending on the specifics of a problem of interest, the non- 
dimensional results in Fig. 12 may be converted to dimensional 
quantities. 

3.8. Illustration of a practical problem 

The capability of the present model to solve practical problems of 
interest is demonstrated next. This analysis also identifies an interesting 
and practically relevant impact of the two-dimensional nature of heat 
flow in this problem. A two-layer vertically integrated semiconductor 
device comprising Si and SiGe substrates is considered. Two scenarios 

are considered – in the first scenario, layer 1 (next to the heat flux face) is 
assumed to be SiGe, whereas layer 2 (next to the heat dissipation face) is 
assumed to be Si. In the second scenario, the two materials are reversed. 
Thermal conductivities of Si and SiGe are assumed to be 150 W/mK and 
4.6 W/mK, respectively [7]. In each scenario, the second layer is 
assumed to have a fixed thickness and width of z2 = 1 mm and w2 =

15 mm, respectively. Further, values of the total heat, convective heat 
transfer coefficient and ambient temperature are assumed to be 7 W, 
2000 W/m2K and 298 K, respectively. The model presented in the pre
vious section is used to investigate the impact of changing layer 1 
thickness z1 on peak temperature. This is of much practical relevance, 
since one of the layers in a vertically integrated semiconductor device, 
usually the smaller-width layer, is often thinned down significantly in 
order to accommodate high-density TSVs of very small diameters [13]. 
In doing so, it is important to understand the impact of such thinning on 
temperature rise. Fig. 13(a) plots peak temperature as a function of layer 
1 width, expressed as the ratio w1/w2 for the first scenario. A similar plot 
for the second scenario is presented in Fig. 13(b). Both plots are pre
sented for multiple values of the first layer thickness z1, down to the 
likely limits of die thinning in vertically integrated semiconductor 
technology [13]. In each case, circles represent results from past work 
based on single-layer heat transfer analysis [24], in which, only heat 

Fig. 12. Effect of Bi in a two-layer body: (a) θ as a function of ξ at η = w̄1/2 for Bi = 1, 3, 6 and 10 for k̄1 = 4 (b) θmax as a function of Bi for k̄1 = 4, 1.5. Problem 
parameters are w̄1 = 2, w̄2 = 4, γ1 = 0.5, q̄ = 2, ḡ1 = 0.1, resulting in Case A geometry. 

Fig. 11. Effect of ̄g1 in a two-layer body: (a) θ as a function of ξ at η = w̄1/2 for ̄g1 = 0, 0.1, 0.3 and 0.5 (b) θ as a function of η at ξ =0.6 for ̄g1 = 0, 0.1, 0.3 and 0.5. 
Problem parameters are w̄1 = 2, w̄2 = 4, k̄1 = 4, γ1 = 0.5, q̄ = 2, Bi = 1, resulting in Case A geometry. 
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transfer in the second layer is accounted for, and the thickness of the first 
layer is ignored, i.e., heat flux is applied directly on a width w1 on the 
bottom face of the second layer. Curves in both Fig. 13(a) and 13(b) 
show, as expected, that as w1 decreases, i.e., when there is greater 
mismatch in layer widths, the peak temperature goes up. This is ex
pected due to concentration of heat combined with increased 
two-dimensional heat flow and subsequent thermal spreading resistance 
as heat flows through the two layers. As the thickness z1 becomes 
smaller and smaller, as would occur during die thinning for ultra-fine 
TSV processing, it is found that the curves in Fig. 13(a) and 13(b) 
both converge, and approach single-layer results from past work [24]. 
For die thickness of 20 µm or lower, Fig. 13(a) and 13(b) show that the 
simplified single-layer analysis from past work [24] is sufficient, but for 
larger layer 1 thicknesses, the more detailed analysis presented here is 
necessary for accurate temperature prediction. 

An interesting aspect of the impact of layer 1 thickness z1 on peak 
temperature shown for the two scenarios is that when layer 1 comprises 
the lower thermal conductivity material SiGe, peak temperature goes up 
as z1 increases, as shown in Fig. 13(a). This is because an increase in z1 
results in an increase in thermal resistance offered by layer 1, and, 
therefore, greater peak temperature. This is a particularly strong effect 
when layer 1 thermal resistance is relatively larger, and, therefore, the 
rate-limiting step. In contrast, when layer 1 comprises the higher ther
mal conductivity material Si, peak temperature actually decreases as z1 
increases, as shown in Fig. 13(b). This somewhat counter-intuitive effect 
is explained on the basis of the two-dimensional nature of heat flow and 
the unequal widths of the two layers. Mainly, an increase in z1 improves 
lateral thermal resistance in layer 1 while increasing thermal resistance 
in the z direction. This allows greater heat flow in the y direction, which 
is eventually able to access the convective cooling conditions along the z 
= z2 boundary of the larger-width layer 2. This impact is important only 
in the second scenario (Fig. 13(b)) when layer has high thermal con
ductivity because in the opposite scenario (Fig. 13(a)), this effect is 
overwhelmed by the impact of increased z-direction thermal resistance 
due to the rate-limiting nature of layer 1 thermal resistance. 

The opposite effects of changing layer thickness on temperature rise 
depending on the order of Si and SiGe substrates is an important insight 
that must be carefully considered in the practical design of such verti
cally integrated semiconductor devices. 

4. Conclusions 

The key novelty of the theoretical model presented here is in 

accounting for the impact of unequal widths on heat transfer in a multi- 
layer body with emphasis on the commonly encountered two-layer case. 
Such an architecture is relevant for advanced semiconductors such as 
vertically integrated devices, in which, unequally-sized chips are often 
integrated with each other to maximize design flexibility. Thermal 
modeling of a multilayer body with unequal widths is not straightfor
ward. This challenge is addressed here through a series solution for the 
temperature field in each layer, and the unequal widths of the two layers 
are accounted for by deriving a sufficient set of algebraic equations to 
determine the coefficients of the series solutions. While this work is 
presented in the context of a two-dimensional body, extension to a three- 
dimensional body is conceptually straightforward. 

Key findings of the present work include quantification of the non- 
monotonous impact of unequal widths on peak temperature rise in 
steady state, as well as the contributions of other non-dimensional pa
rameters, such as the Biot number. For a representative two-layer 
semiconductor chip problem, it is found that the peak temperature 
may rise by 9% due to the unequal widths of the layers. 

A few assumptions/limitations of the work presented here must be 
recognized. Firstly, the theoretical model is steady-state in nature, and, 
therefore, transient changes, such as a dynamic heat load are not 
accounted for. Derivation of the transient temperature field is identified 
as an important direction for future work. Further, this work assumes 
constant and uniform thermal properties that do not change with tem
perature. While temperature-dependence is usually not important for 
practical semiconductor chips, due to the relatively small temperature 
change, accounting for spatial variation in thermal properties, for 
example, to account for TSVs, may be of interest for future work. 

Theoretical models such as the one presented here are particularly 
important for pre-fabrication design of semiconductor chips due to the 
considerable expense involved in experiments-based design and opti
mization. This work helps understand the impact of device architecture 
on temperature rise, and, therefore, may contribute towards the design 
and optimization of multilayer semiconductor devices with unequal 
widths. 
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Fig. 13. Peak temperature of a two-layer 3D IC stack comprising Si and SiGe substrates as a function of w1/w2 for multiple values of z1 with constant total heat and 
other parameters: (a) SiGe substrate next to the heat source (layer 1), (b) Si substrate next to the heat source (layer 1). Results from single-layer analysis [24] are 
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