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Approximate semi-analytical technique based on eigenfunction expansion 
for phase change heat transfer in a cylindrical body contained within a 
thick multilayered annular wall 

Emad Hasrati, Ankur Jain * 

Mechanical and Aerospace Engineering Department, University of Texas at Arlington, Arlington, TX, USA   

A R T I C L E  I N F O   

Keywords: 
Phase change heat transfer 
Melting 
Solidification 
Analytical modeling 
Eigenfunction expansion 
Multilayer cylinder 

A B S T R A C T   

Phase change heat transfer occurs commonly in thermal management and energy storage problems. Most 
literature in this direction assumes direct contact between the phase change material (PCM) and the heat source/ 
sink. However, in practical problems, the PCM is often enclosed within a non-melting wall. This work presents an 
approximate eigenfunction expansion-based analysis of inwards phase change propagation in a cylindrical PCM 
encapsulated in a multilayer annular wall. The model accounts for imperfect thermal contact between layers. The 
transient temperature distribution is determined by solving a transient multilayer thermal conduction problem. 
Evolution of the phase change front is determined by inserting the temperature distribution into the interfacial 
energy conservation equation. Results are shown to agree with past work for special cases of the general problem 
considered here. Good agreement with both experimental and numerical data from past work, and with finite- 
element numerical simulations is demonstrated. The role of key non-dimensional parameters on phase change 
characteristics, including total time to melt/freeze is quantified. Ranges of non-dimensional numbers in which 
the approximate method offers good accuracy are determined. This work extends the state-of-the-art of phase 
change modeling, with potential applications in energy storage, nuclear engineering, oil/gas transport, and in 
mass transport problems.   

1. Introduction 

Moving boundary problems involving solidification and melting 
occur commonly in science and engineering [1–4]. Common applica
tions include thermal energy storage [5], thermal management [6] and 
manufacturing [7]. Additionally, problems involving mass transport and 
chemical reactions, such as combustion [8], silicon oxidation [9] and 
dissolution-limited drug delivery [10] also result in moving boundary 
problems. Improving the design and optimization of such devices and 
processes requires good theoretical understanding of the underlying 
heat/mass transfer moving boundary problem. 

Due to their broad applications, moving boundary problems have 
been studied extensively. In addition to experimental measurements, an 
extensive body of theoretical methods has also been developed for 
predicting the evolution of the moving boundary [1,2] and total 
melting/solidification time [11] in such problems. One of the simplest 
moving boundary problem that appears in heat and mass transfer is that 
of one-dimensional melting/solidification of a Cartesian slab due to a 

high temperature imposed at one end of the slab. An exact solution for 
this problem presented by Stefan predicts a 

̅̅
t

√
dependence of the phase 

change front location [2,12]. The non-dimensional combination of heat 
capacity, latent heat and the imposed temperature (relative to the 
melting temperature), called the Stefan number, plays a key role in such 
problems [1–3]. 

Unfortunately, however, most realistic phase change problems pre
sent additional complications such as temperature-dependent properties 
[13], multi-dimensional phase change propagation [7], phase change 
over a temperature range [7], presence of non-melting materials [14,15] 
and space/time-dependent boundary conditions [16]. Such complica
tions typically introduce additional non-linearities in the problem, 
making it difficult to derive an exact analytical solution. Nevertheless, 
due to the technological importance of such problems, a considerable 
amount of past literature has been devoted to the development of 
approximate methods and error estimation of such methods [1,2]. 
Amongst the most commonly used approximate methods to solve phase 
change moving boundary problems include quasi-steady methods [2], 
perturbation methods [16] and integral methods [17]. In addition, a 
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variety of numerical computation techniques have also been developed 
to solve complicated phase change problems. For example, reformulat
ing the energy equation in terms of enthalpy instead of temperature is 
commonly used as the basis for numerical simulation of phase change 
problems [2]. Another common numerical technique involves taking a 
fixed spatial discretization of the phase change front and using the 
governing equations to determine the time taken for the phase change 
front to propagate to successive spatial locations [18]. 

The specific problem of phase change propagation in a cylinder has 
been investigated extensively, with applications in nuclear fuel rods 
[19], sub-sea transport of oil/gas [20], packed bed thermal energy 
storage [21] and pipeline glaciation in salt water [22]. Both inward and 
outward melting/solidification in a cylinder has been analyzed through 
analytical [23–25] and numerical [11,22,26–28] methods. In such pa
pers, the cylindrical phase change material is usually assumed to be 
directly heated/cooled by an external medium, and the presence of any 
containing walls around the PCM is explicitly ignored. Such an 
assumption is likely reasonable when the solid wall around the PCM is 
thin and/or of sufficiently large thermal diffusivity. However, there may 
be several scenarios where this may not be an accurate assumption. For 
example, the wall is often needed to be reasonably thick in order to 
provide mechanical strength. Moreover, a low thermal conductivity 
material may often be preferred for cost and other considerations. 
Further, the wall may often be multilayer in nature due to structural and 
other reasons. 

In scenarios such as those listed above, it is inaccurate to ignore the 
presence of the non-melting wall around the cylindrical PCM. While an 
exact analytical solution is unlikely in this case, nevertheless, an 
approximate analytical solution is still of much value for design and 
optimization. While eigenfunction expansion-based methods have been 
used in the recent past to analyze phase change in the presence of a 
multi-layer Cartesian wall [14], or an encapsulated spherical PCM [15], 
such results are not readily applicable to a multilayer cylindrical ge
ometry. Such past work on Cartesian and spherical geometries is based 
on assuming the temperature distribution at any time to be the solution 
of a transient thermal conduction problem that satisfies the various 
boundary and interface conditions, which is then substituted into the 
energy conservation equation at the interface to determine the phase 
change front location. Utilizing this technique to solve the multilayer 
cylindrical phase change problem is of much interest and relevance to a 
variety of engineering problems, such as those summarized above. The 
use of this transient technique for solving cylindrical phase change 
problems has been presented before [29], but this work did not account 
for a finite-thickness wall around the PCM. 

This work presents an approximate eigenfunction expansion-based 
theoretical analysis of phase change propagation in a cylindrical phase 
change material surrounded by multiple annular layers of non-melting 
materials. The general analysis presented here accounts for an arbi
trary number of layers, as well as thermal contact resistance between 
layers. Good agreement of the present model with experimental data 
and numerical computation for special cases reported in the past is 
demonstrated. The theoretical results are used to analyze the impact of 
key non-dimensional parameters on phase change propagation. While 
the method used here is inherently approximate, the ranges of non- 
dimensional parameters is which good accuracy may be expected are 
determined. Results presented here are expected to aid in the design and 
optimization of a number of engineering devices and systems containing 
a cylindrical PCM surrounded by a thick homogeneous or multilayered 
wall. 

2. Problem definition 

Consider a long, axisymmetric cylindrical phase change material 
with radius R0, surrounded by an M-layered encapsulation as illustrated 
in Fig. 1(a). As shown in Fig. 1(b), the mth layer extends between r =
Rm− 1 and r = Rm, and has a thickness of δm = Rm − Rm− 1 for m = 1,2,…,

M. The outer surface of the composite structure is exposed to convective 
heat transfer with coefficient h to an ambient fluid of temperature T∞. 
The problem of melting of a solid is considered here, although the 
technique and results are equally valid for the opposite problem of so
lidification. The entire cylindrical PCM is assumed to be initially solid at 
its melting temperature Tf (Tf < T∞). For generality, the initial tem
perature of each layer of the encapsulant is taken to be Tm,in (m = 1,2,…,

M). As time passes, heat first conducts through the various encapsulant 
layers, and then diffuses into the PCM to cause melting. The position of 
the melting front, referred to as aLS(t), is a function of time. aLS(t) is 
measured radially inwards from the outer boundary of the PCM (r =

R0), and, therefore, aLS(t) is zero initially and attains a value of R0 when 
the PCM is fully melted. Thermal conductivities and thermal diffusivities 
of the encapsulant layers are denoted by km and αm, respectively. Similar 
properties for the liquid phase of the PCM are denoted by kL and αL, 
respectively. Since the solid is assumed to be initially at the melting 
temperature, therefore, no heat transfer into the solid phase occurs, and, 
therefore, thermal properties of only the liquid phase are important. A 
thermal contact resistance Zm is assumed between the adjacent mth and 
(m-1)th encapsulant layers (m = 1, 2,…,M − 1), as shown in Fig. 1. In 
addition, the thermal contact resistance between the PCM and the first 
layer of the encapsulant is denoted by ZL. This resistance may be of 

Nomenclature 

C heat capacity (Jkg− 1K− 1) 
L latent heat of phase change (Jkg− 1) 
k thermal conductivity (Wm− 1K− 1) 
h convective heat transfer coefficient (Wm− 2K− 1) 
M total number of layers 
Z thermal contact resistance, (Km2W− 1) 
Z̄ non-dimensional thermal contact resistance, Z̄m = kLZm

R0 

Ste Stefan number, Ste = CL
(
T∞ − Tf

)/
L 

Bi Biot number, Bi = hR0/kL 
T temperature (K) 
r spatial coordinate (m) 
aLS Phase change front location (m) 
R0 phase change material radius (m) 
t time (s) 
α thermal diffusivity (m2s− 1) 

ᾱm ratio of thermal diffusivities, ᾱm = αm
αL 

k̄m ratio of thermal conductivities, k̄m = km
kL 

τ non-dimensional time, τ = αLt
R2

0 

θ non-dimensional temperature, θi = Ti − Tm
Tref − Tm

, i = L,1,2,…,M 
ξ non-dimensional spatial coordinate, ξ = r

R0 

χLS non-dimensional phase change front location, χLS = aLS
R0 

λ non-dimensional eigenvalue 
γ non-dimensional interface location, γm = Rm

R0 

Subscripts 
f phase change 
in initial temperature 
L liquid phase 
LS phase change front 
m layer number 
∞ ambient  
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particular relevance for the solidification problem, in which the inner- 
most layer of the cylinder contacts the recently solidified phase 
change material. The general interest here is to determine the temper
ature distribution in the melted PCM and encapsulant layers, as well as 
the location of the phase change as a function of time. Additionally, the 
total time taken for complete melting is a key performance parameter 
that is often of practical importance. 

Several simplifications may be made in order to analyze the problem 
defined above.  

1. Based on a long and axisymmetric geometry, a one-dimensional 
radial temperature distribution is assumed.  

2. Several heat transfer mechanisms such as natural convection and 
radiation are neglected, which is usually justifiable when the tem
perature differences in the problem are relatively small.  

3. All thermal properties are assumed to be uniform and independent of 
temperature.  

4. The phase change process is assumed to occur at a fixed sharp phase 
change temperature, and not over a temperature range. Therefore, 
there is no two-phase mushy zone at the solid-liquid interface. 

Note that the phase change front in this problem moves inwards with 
time, which makes this moving boundary problem more complicated 
than a problem with fixed boundaries. As an approximation, the tem
perature distribution at any instant in time is determined by solving the 
transient thermal conduction problem up to that point. Based on the 
assumptions discussed above, the governing energy conservation 
equations for the transient temperature distributions in the encapsulant 
and PCM may be written as follows 

1
r

∂
∂r

(

r
∂Tm

∂r

)

=
1

αm

∂Tm

∂t
, (Rm− 1 < r < Rm,m = 1, 2,…,M) (1)  

1
r

∂
∂r

(

r
∂TL

∂r

)

=
1
αL

∂TL

∂t
, (R0 − aLS(t) < r < R0 ) (2)  

where Tm(r, t) and TL(r, t) represent the temperature fields in the mth 

encapsulant layer and the liquid phase of the PCM, respectively. Based 
on the assumption of the PCM being initially at the melting temperature, 
there is no heat transfer into the solid phase, and, therefore, there is no 
need to compute the solid temperature field. This approximation that 
distinguishes between Stefan and Neumann problems is often made in 
the modeling of phase change problems [2–4]. 

Convective heat transfer at the outer boundary may be written 
mathematically as 

− kM
∂TM

∂r
= h(TM − T∞), (r = RM) (3) 

At the phase change front located at the other end of the geometry, 
the liquid must be at the melting temperature, i.e., 

TL = Tf , (r = R0 − aLS(t) ) (4) 

Further, energy conservation and thermal contact resistance at each 
interface may be expressed as [30] 

km
∂Tm

∂r
= km+1

∂Tm+1

∂r
, (r = Rm) (5)  

Tm+1 = Tm + kmZm
∂Tm

∂r
, (r = Rm) (6)  

for m = 1, 2, …, M − 1. Similarly, the following conditions may be 
written at the interface between the liquid phase and the first layer of 
encapsulant 

kL
∂TL

∂r
= k1

∂T1

∂r
, (r = R0) (7)  

T1 = TL + k1ZL
∂T1

∂r
, (r = R0) (8) 

Finally, the initial temperatures for the liquid phase and encapsulant 
layers are given by 

Tm = Tm,in(r), (t = 0) (9)  

TL = Tf , (t = 0) (10) 

Eqs. (1)–(10) complete the mathematical statement of the multilayer 
transient thermal conduction problem. Once solved, the resulting tem
perature distribution may be inserted into the statement of energy 
conservation at the melting front as follows 

kL

(
∂TL

∂r

)

r=R0 − aLS

= ρL
daLS

dt
(11) 

Eq. (11) provides the rate of change of the phase change front at any 
given time, based on which, the entire phase change front location aLS(t)
can be determined through straightforward timestepping. It may be 
noted that aLS(t) is measured inwards. As a result, the derivative of aLS 

with respect to time is positive, consistent with the positive sign of the 
spatial derivative of the temperature field. 

The following dimensionless parameters are introduced 

Fig. 1. Schematic geometry of the problem: (a) A one-dimensional cylindrical PCM encapsulated by a M-layer non-phase change wall, subjected to convection from a 
high temperature on the outer surface with a thermal contact resistance between layers; (b) details of the mth layer. 
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ξ=
r

R0
;χLS =

aLS

R0
;τ=αLt

R2
0
;θm =

Tm − Tf

T∞ − Tf
;θL =

TL − Tf

T∞ − Tf
;γm =

Rm

R0
; ᾱm =

αm

αL
; k̄m

=
km

kL
; Z̄m =

kLZm

R0
;Bi=

hR0

kL
;Ste=

CL
(
T∞ − Tf

)

L
;θm,in =

Tm,in − Tf

T∞ − Tf

(12)  

where Ste and Bi are the Stefan and Biot numbers, respectively. The non- 
dimensional thickness of the mth layer is given by γm − γm− 1. 

The non-dimensional forms of Eqs. (1)–(11) can be rewritten as 
follows 

1
ξ

∂
∂ξ

(

ξ
∂θm

∂ξ

)

=
1

ᾱm

∂θm

∂τ , (γm− 1 < ξ < γm,m = 1, 2,…,M) (13)  

1
ξ

∂
∂ξ

(

ξ
∂θL

∂ξ

)

=
∂θL

∂τ , (1 − χLS < ξ < 1,m = 1, 2,…,M) (14)  

where γ0 = 1. 

− k̄M
∂θM

∂ξ
= Bi(θM − 1), (ξ = γM) (15)  

θL = 0, (ξ = 1 − χLS(τ) ) (16)  

k̄m
∂θm

∂ξ
= k̄m+1

∂θm+1

∂ξ
, (ξ = γm,m = 1, 2,…,M − 1) (17)  

θm+1 = θm + k̄mZ̄m
∂θm

∂ξ
, (ξ = γm,m = 1, 2,…,M − 1) (18)  

∂θL

∂ξ
= k̄1

∂θ1

∂ξ
, (ξ = 1) (19)  

θ1 = θL + k̄1Z̄L
∂θ1

∂ξ
, (ξ = 1) (20)  

dχLS

dτ = Ste
(

∂θL

∂ξ

)

ξ=1− χLS

(21) 

The non-dimensionalized initial conditions for the encapsulant and 
liquid phase may be written as 

θm = θm,in(ξ), (τ = 0) (22)  

θL = 0, (τ = 0) (23) 

The phase change propagation problem, defined in non-dimensional 
form by Eqs. (13)–(23) is, in general, a non-linear problem. As is well- 
known [2–4], exact analytical solutions for phase change problems 
exist only for very simple problems such as a single-layered PCM. The 
present case is complicated by the non-melting multilayer encapsulant. 
In the likely absence of an exact solution for this problem, it is solved 
using an approximate analytical technique based on transient eigen
function expansion [14,15,29,31]. Even though the phase change front 
location changes with time, i.e., χLS = χLS(τ), as an approximation, the 
technique used in this work assumes the temperature field at any time to 
be given by the solution of a transient thermal conduction problem 
defined in a domain with fixed boundary χLS. In other words, at any 
given time, χLS is assumed to be stationary and the temperature field is 
determined by solving the transient thermal conduction problem. This 
technique is an extension of the well-known quasi-stationary technique 
[2], which also treats χLS to be stationary (hence the name quasi- 
stationary) at any given time and assumes that the temperature distri
bution is given by the solution of the steady state problem, as opposed to 
the transient problem in the present work. 

Since there is a non-homogenous term in boundary conditions, spe
cifically Eq. (15), the temperature distribution is first split into steady- 
state and transient components 

θm(ξ, τ) = sm(ξ)+wm(ξ, τ) (24)  

θL(ξ, τ) = sL(ξ)+wL(ξ, τ) (25)  

where sm and sL are the steady-state components, and wm and wL are the 
transient components. 

Eqs. (24) and (25) are substituted into Eqs. (13) and (15), respec
tively, and the transient and steady-state components are separated. 
Treating the steady state components first, one may write 
(
ξs′

m

)′
= 0 (26)  

(
ξs′

L

)′
= 0 (27) 

The solutions of Eqs. (26) and (27) are given by 

sm = Amln(ξ)+Bm (28)  

sL = ALln(ξ)+BL (29) 

Eqs. (28) and (29) must satisfy boundary conditions as follows 

− k̄Ms′
m(γM) = Bi(sm(γM) − 1 ) (30)  

sL(1 − χLS) = 0 (31)  

k̄ms′
m(γm) = k̄m+1s′

m+1(γm) (32)  

sm+1(γm) = sm(γm)+ k̄mZ̄ms′
m(γm) (33)  

s′
L(1) = k̄1s′

1(1) (34)  

s1(1) = sL(1)+ k̄1Z̄Ls′
1(1) (35) 

By inserting Eqs. (28) and (29) in Eqs. (30)–(35) and solving the 
resulting set of linear algebraic equations, the following expressions may 
be derived for the coefficients 

AL =

[
ln(γM)

k̄M
− ln(1 − χLS) + Z̄L +

1
BiγM

+

[
∑M− 1

j=1

(
1
k̄j
−

1
k̄j+1

)

ln
(
γj
)

+
Z̄j

γj

]]− 1

(36)  

BL = − ALln(1 − χLS) (37)  

Am =
AL

k̄m
, (m = 1, 2,…,M) (38)   

Bm=AL

[

− ln(1− χLS)+Z̄L+
∑m− 1

j=1

[(
1
k̄j
−

1
k̄j+1

)

ln
(
γj
)
+

Z̄j

γj

]]

, (m=1,2,…,M)

(39) 

The transient components wm(ξ,τ) and wL(ξ,τ) are solved next. These 
functions are governed by the following equations 

1
ξ

∂
∂ξ

(

ξ
∂wm

∂ξ

)

=
1

ᾱm

∂wm

∂τ , (γm− 1 < ξ < γm,m = 1, 2,…,M) (40)  

1
ξ

∂
∂ξ

(

ξ
∂wL

∂ξ

)

=
∂wL

∂τ , (1 − χLS < ξ < 1) (41)  

where all boundary conditions associated with wm and wL, similar to Eqs. 
(15)–(20) are homogeneous as follows 

− k̄M
∂wM

∂ξ
= Bi⋅wM , (ξ = γM) (42) 
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wL = 0, (ξ = 1 − χLS(τ) ) (43)  

k̄m
∂wm

∂ξ
= k̄m+1

∂wm+1

∂ξ
, (ξ = γm,m = 1, 2,…,M − 1) (44)  

wm+1 = wm + k̄mZ̄m
∂wm

∂ξ
, (ξ = γm,m = 1, 2,…,M − 1) (45)  

∂wL

∂ξ
= k̄1

∂w1

∂ξ
, (ξ = 1) (46)  

w1 = wL + k̄1Z̄L
∂w1

∂ξ
, (ξ = 1) (47)  

and the initial conditions are 

wm = θm,in(ξ) − sm(ξ), (τ = 0) (48)  

wL = − sL(ξ), (τ = 0) (49) 

Eqs. (40) and (41) are solved using the separation of variables 
method, shown in more detail in Appendix A. This yields 

wm(ξ, τ) =
∑∞

n=1
cn

(

Am,nJ0

(
λnξ
̅̅̅̅̅̅
ᾱm

√

)

+Bm,nY0

(
λnξ
̅̅̅̅̅̅
ᾱm

√

))

e− λ2
nτ (50)  

wL(ξ, τ) =
∑∞

n=1
cn
(
AL,nJ0(λnξ)+BL,nY0(λnξ)

)
e− λ2

nτ (51)  

where J0 and Y0 are the Bessel functions of first and second kind of order 
zero, respectively. Using the boundary and interface conditions results 
in the following set of equations involving the unknown coefficients 
Am,n, Bm,n, AL,n and BL,n and eigenvalues λn 

k̄M
̅̅̅̅̅̅
ᾱM

√ λnJ1

(
λnγM̅̅̅̅̅̅

ᾱM
√

)

AM,n +
k̄M
̅̅̅̅̅̅
ᾱM

√ λnY1

(
λnγM̅̅̅̅̅̅

ᾱM
√

)

BM,n

= BiJ0

(
λnγM̅̅̅̅̅̅

ᾱM
√

)

AM,n +BiY0

(
λnγM̅̅̅̅̅̅

ᾱM
√

)

BM,n (52)  

k̄m
̅̅̅̅̅̅
ᾱm

√ λnJ1

(
λnγm̅̅̅̅̅̅

ᾱm
√

)

Am,n +
k̄m
̅̅̅̅̅̅
ᾱm

√ λnY1

(
λnγm̅̅̅̅̅̅

ᾱm
√

)

Bm,n

=
k̄m+1
̅̅̅̅̅̅̅̅̅̅
ᾱm+1

√ λnJ1

(
λnγm̅̅̅̅̅̅̅̅̅̅
ᾱm+1

√

)

Am+1,n +
k̄m+1
̅̅̅̅̅̅̅̅̅̅
ᾱm+1

√ λnY1

(
λnγm̅̅̅̅̅̅̅̅̅̅
ᾱm+1

√

)

Bm+1,n (53)   

λnJ1(λn)AL,n+λnY1(λn)BL,n=
k̄1
̅̅̅̅̅
ᾱ1

√ λnJ1

(
λn
̅̅̅̅̅
ᾱ1

√

)

A1,n+
k̄1
̅̅̅̅̅
ᾱ1

√ λnY1

(
λn
̅̅̅̅̅
ᾱ1

√

)

B1,n (55)   

J0(λn(1 − χLS) )AL,n +Y0(λn(1 − χLS) )BL,n = 0 (57) 

The set of homogeneous equations given by Eqs. (52)–(57) consti
tutes a non-linear eigenvalue problem. In order to ensure a non-trivial 
solution for the unknown variables, one must set the determinant Δ of 
the coefficient matrix to zero. The resulting expression, free of Am,n, Bm,n, 
AL,n and BL,n, constitutes the nonlinear eigenequation, the roots of which 
are the eigenvalues λn of the problem. The eigenequation is cumbersome 
to write for a general M-layer case, but can easily be derived for 
simplified cases, such as a single-layered encapsulating wall, as pre
sented in the next section as a special case. 

It can be shown [32] that the eigenequation admits an infinite 
number of roots, λn. Since the phase change location χLS changes with 
time, therefore, the eigenvalues must be recalculated at each time. This 
is done by examining successive intervals along the x axis for the plot of 
the determinant Δ. Considering an interval between xi and xi+1, the 
condition Δ(xi)⋅Δ(xi+1)〈0 indicates the presence of a root somewhere in 
the interval, in which case, the Newton-Raphson method is successively 
implemented in this interval ten times, resulting in accurate determi
nation of a root. By marching forward in x, a sufficient number of ei
genvalues are computed. While this procedure must be repeated at each 
time, it is not very time-consuming. Each computation of a set of ei
genvalues is found to take only a few milliseconds. Further, by using this 
algorithm to determine the eigenvalues of several standard eigenvalue 
problems, it is verified that the algorithm does not skip roots or produce 
spurious eigenvalues. 

Once λn are determined, one may assign an arbitrary non-zero value 
to one of the unknown variables, say, A1,n = 1. All other coefficients are 
then determined from Eqs. (52)–(56), where, one of the equations is 
rendered redundant by the zero determinant requirement. 

Finally, the initial conditions given by Eqs. (48) and (49) are used to 
obtain cn. Substituting Eqs. (50) and (51) into the initial conditions, Eqs. 
(48) and (49) results in 

θm,in(ξ) − sm(ξ) =
∑∞

n=1
cn

[

Am,nJ0

(
λnξ
̅̅̅̅̅̅
ᾱm

√

)

+Bm,nY0

(
λnξ
̅̅̅̅̅̅
ᾱm

√

)]

(58)  

− sL(ξ) =
∑∞

n=1
cn
[
AL,nJ0(λnξ)+BL,nY0(λnξ)

]
(59) 

J0

(
λnγm̅̅̅̅̅̅̅̅̅̅
ᾱm+1

√

)

Am+1,n + Y0

(
λnγm̅̅̅̅̅̅̅̅̅̅
ᾱm+1

√

)

Bm+1,n = J0

(
λnγm̅̅̅̅̅̅

ᾱm
√

)

Am,n +Y0

(
λnγm̅̅̅̅̅̅

ᾱm
√

)

Bm,n −
k̄mZ̄m
̅̅̅̅̅̅
ᾱm

√ λnJ1

(
λnγm̅̅̅̅̅̅

ᾱm
√

)

Am,n −
k̄mZ̄m
̅̅̅̅̅̅
ᾱm

√ λnY1

(
λnγm̅̅̅̅̅̅

ᾱm
√

)

Bm,n (54)   

J0

(
λn
̅̅̅̅̅
ᾱ1

√

)

A1,n +Y0

(
λn
̅̅̅̅̅
ᾱ1

√

)

B1,n = J0(λn)AL,n + Y0(λn)BL,n −
k̄1Z̄L
̅̅̅̅̅
ᾱ1

√ λnJ1

(
λn
̅̅̅̅̅
ᾱ1

√

)

A1,n −
k̄1Z̄L
̅̅̅̅̅
ᾱ1

√ λnY1

(
λn
̅̅̅̅̅
ᾱ1

√

)

B1,n (56)   
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Multiplying both sides of Eq. (58) and (59) by k̄m
ᾱm

ξ
[
Am,n' J0

(
λn' ξ̅̅̅̅

ᾱm
√

)
+

Bm,n' Y0

(
λn' ξ̅̅̅̅

ᾱm
√

) ]
and ξ

[
AL,n′J0(λn′ξ) + BL,n′Y0(λn′ξ)

]
, respectively, and 

implementing the principle of quasi-orthogonality [33], one may obtain  

where 

Nn =
∑M

m=1

k̄m

ᾱm

∫γm

γm− 1

(

Am,nJ0

(
λnξ
̅̅̅̅̅̅
ᾱm

√

)

+ Bm,nY0

(
λnξ
̅̅̅̅̅̅
ᾱm

√

))2

ξdξ+
∫1

1− χLS

(
AL,nJ0(λnξ) + BL,nY0(λnξ)

)2ξdξ

(61) 

This completes the derivation of the solution for the transient tem
perature distribution. By substituting the liquid temperature distribu
tion in Eq. (21), the rate of propagation of the phase change front may be 
obtained as follows 

dχLS

dτ =Ste

(
AL

1 − χLS
−
∑∞

n=1
cnλn

(
AL,nJ1(λn(1− χLS))− BL,nY1(λn(1− χLS))

)
e− λ2

nτ

)

(62)  

where J1 and Y1 are the Bessel functions of first and second kind of order 
one, respectively. Thus, at each time that the phase change front loca
tion is known, Eq. (62) provides the rate of change of the phase change 
front location, from where, the entire progression of χLS with time can be 
computed recursively, starting with the initial condition. Unfortunately, 
explicitly integrating Eq. (62) is extremely difficult because, for 
example, each of the coefficients AL, BL, AL,n, BL,n, cn as well as the ei
genvalues λn contain χLS within themselves. As a result, a numerical 
integration of Eq. (62), starting with the initial condition χLS(0) = 0 is 
carried out. Note that an approximation is needed to be made in order to 
start this recursion at τ = 0, since χLS = 0 at τ = 0. This is addressed by 
approximating the propagation of the phase change front over a very 
short initial time period with the Stefan solution. Provided that this 
initial time period is very small, this approximation does not signifi
cantly affect the predicted phase change front propagation at large 

times. Once the timestepping begins, the location of the phase change 
front at any given time is evaluated recursively using the derivative 
given by Eq. (62), i.e., χLS(τ + Δτ) = χLS(τ)+

dχLS
dτ Δτ, where Δτ is the 

timestep and dχLS
dτ is given by Eq. (62). 

A key assumption underlying the approximate analytical technique 
developed in this work is that the phase change front location χLS is 
treated to be fixed at any given time, even though, strictly speaking, it is 
a function of time. This assumption is similar to the well-known quasi- 
stationary technique[2], which also assumes the phase change front to 
move slow enough such that a quasi-steady state exists at each time. The 
assumption underlying the present technique is somewhat less strong, in 
that instead of completely ignoring transient effects, the transient 
thermal conduction problem is solved in order to determine the rate of 
propagation of the phase change front. Regardless, the analytical tech
nique used here is an approximation, and determining the range of non- 
dimensional parameters over which the method offers reasonable ac
curacy remains an important question. This is addressed in one of the 
subsequent sub-sections. 

3. Results and discussion 

3.1. Special case – homogeneous wall 

It is of interest to write the solution for the case of a single-layered 
wall around the PCM, since a homogeneous wall is encountered in 
several practical applications. In this case, the temperature distribution 
in the PCM and wall, as well as the location of the phase change front 
may be determined by setting M = 1 in the general results presented in 
the previous section. It may be shown that the wall and PCM tempera
ture distributions are given by 

w1(ξ, τ) =

(
ln(ξ)

k̄1
+ (Z̄L − ln(1 − χLS) )

)(
ln(γ1)

k̄1
− ln(1 − χLS) + Z̄L

+
1

Biγ1

)− 1

+
∑∞

n=1
cn

(

A1,nJ0

(
λnξ
̅̅̅̅̅
ᾱ1

√

)

+ B1,nY0

(
λnξ
̅̅̅̅̅
ᾱ1

√

))

e− λ2
nτ

(63)   

cn =
1

Nn

⎡

⎢
⎣
∑M

m=1

k̄m

ᾱm

∫γm

γm− 1

− sm(ξ)
(

Am,nJ1

(
λnξ
̅̅̅̅̅̅
ᾱm

√

)

+Bm,nY1

(
λnξ
̅̅̅̅̅̅
ᾱm

√

))

ξdξ+
∫1

1− χLS

− sL(ξ)
(
AL,nJ1(λnξ)+BL,nY1(λnξ)

)
ξdξ

⎤

⎥
⎦ (60)   

wL(ξ, τ) = ln
(

ξ
1 − χLS

)(
ln(γ1)

k̄1
− ln(1 − χLS)+ Z̄L +

1
Biγ1

)

+
∑∞

n=1
cn
(
AL,nJ0(λnξ)+BL,nY0(λnξ)

)
e− λ2

nτ (64)   
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where 

and 

Nn =
k̄1

ᾱ1

∫γ1

1

(

A1,nJ0

(
λnξ
̅̅̅̅̅
ᾱ1

√

)

+ B1,nY0

(
λnξ
̅̅̅̅̅
ᾱ1

√

))2

ξdξ+
∫1

1− χLS

(
AL,nJ0(λnξ) + BL,nY0(λnξ)

)2ξdξ (66) 

Subsequently, the propagation of the phase change front is given by 

dχLS

dτ =Ste

([

(1− χLS)
ln(γ1)

k̄1
− ln(1− χLS)+Z̄L

+
1

Biγ1

]− 1

−
∑∞

n=1
cnλn

(
AL,nJ1(λn(1− χLS))− BL,nY1(λn(1− χLS))

)
e− λ2

nτ

)

(67) 

Closed-form expressions for coefficients A1,n, B1,n, AL,n and BL,n 

Fig. 2. Effect of number of eigenvalues N: Dimensionless phase change propagation as a function of time with different number of eigenvalues for (a) γ1 = 1.4; (b) 
γ1 = 3.0. The case of quasi-steady solution is also included. Values of other parameters are ᾱ1 = 0.3, k̄1 = 0.3, Z̄L = 0.5, Bi = 0.5, Ste = 0.3. 

Fig. 3. Comparison with past experimental work by Seban & London [36]: 
Dimensionless phase change propagation as a function of time for melting of ice 
without encapsulation (γ1 = 1). Comparison is presented for three different 
values of Bi numbers, as reported by Seban & London [36]. The value of Stefan 
number is Ste = 0.1151. 

Fig. 4. Comparison with past theoretical model by Shih and Tsay [23]: 
Dimensionless phase change propagation as a function of time for melting of an 
PCM without encapsulation (γ1 = 1) associated with different values of Bi 
and Ste. 

cn =
1

Nn

⎡

⎢
⎣

k̄1

ᾱ1

∫γ1

1

− s1(ξ)
(

A1,nJ1

(
λnξ
̅̅̅̅̅
ᾱ1

√

)

+B1,nY1

(
λnξ
̅̅̅̅̅
ᾱ1

√

))

ξdξ+
∫1

1− χLS

−

(
ln(ξ)

k̄1
+(Z̄L − ln(1 − χLS) )

)
(
AL,nJ1(λnξ)+BL,nY1(λnξ)

)
ξdξ

⎤

⎥
⎦ (65)   
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appearing in equations above, as well as the eigenequation for this 
special case are given in Appendix B. 

3.2. Effect of number of eigenvalues 

Since the solution derived for the temperature distribution and phase 
change front location are both in the form of infinite series, additional 
steps need to be taken in order to ensure accuracy. Firstly, the accuracy 
of the solution depends critically on the computation of the eigenvalues. 
Accurate computation of eigenvalues is a long-standing challenge [34], 
for which, a number of root finding techniques are available. In the 
present case, the x axis for the eigenequation is traversed over successive 
intervals with a fixed step, and, at each point, the product of the values 
of the eigenequation at the two ends of the step is examined. If the 
product is negative, the Newton-Raphson method is applied ten times 
successively in order to obtain a possible root within the interval. This 

algorithm may sometimes identify intervals over which the eigenequa
tion becomes infinite. Such incorrect roots are removed by examining 
the value of the eigenequation at the candidate value for a root. This 
technique has been used extensively in past work [14,15]. 

Further, it is also important to examine the minimum number of 
roots needed to ensure accuracy within reasonable computational cost. 
In general, eigenfunction series solutions converge with increasing 
number of eigenequations, although such convergence may sometimes 
be very slow [35]. In the present problem, for a representative set of 
parameters pertaining to a homogeneous encapsulant, the progression 
of the phase change front is computed using Eq. (67) for increasing 
number of eigenvalues. Results are plotted in Fig. 2 for two different 
encapsulant thicknesses. As shown in Fig. 2(a), it is found that for a 
relatively thin wall, only a small number of eigenvalues are sufficient for 
series convergence. Even completely neglecting the transient compo
nent of the problem, which is equivalent to the well-known quasi-steady 
technique, results in only around 5% error in terms of the total time for 
complete melting. On the other hand, for larger wall thickness, as shown 
in Fig. 2(b), the number of eigenvalues needed for convergence is 
somewhat larger. In this case, the quasi-steady solution is likely to incur 
significant error. In general, it is likely that a greater number of eigen
values will be needed in case of relatively thick, poorly diffusive wall, 
since the transient component of the solution becomes more and more 
important under these conditions. In the present problem, the compu
tation of eigenvalues is not computationally challenging, and, therefore, 
a conservative choice of ten eigenvalues is made for all computations. 

3.3. Comparison with past work and numerical simulations 

Results from the present work are compared with past papers based 
on experimental measurements and other analytical techniques for in
wards phase change of cylinders. Since past work on an encapsulated 
cylinder is not available under the assumptions of the present work, 
therefore, well-known work on homogeneous cylinders is considered as 
a special case, with a very small value of δ used in the present work for 
comparison. Fig. 3 presents a comparison with experimental measure
ments reported by Seban and London [36] for incomplete freezing of 
water in a copper cylinder cooled by the stream of cold air in a small 
wind tunnel. Temperatures were measured with a copper-constantan 
thermocouple and the solidification front location was determined by 
measuring the mass of ice formed at different times. For three different 
values of the Biot number Bi, Fig. 3 plots the progression of the phase 
change front. The radial location of the phase change front, 1 − χLS(τ) is 
plotted instead of χLS in order to be consistent with Seban and London. 
Each case shows excellent agreement between experimental data and 
the present work. As expected, the larger the value of the Biot number, 
the faster is the propagation of the phase change front. Experimental 
measurement uncertainty from the past work mainly originates in 
measurement of the frozen layer thickness and calculating convective 
heat transfer coefficients, whereas key sources of error in the present 
model include the approximation of the temperature profile with the 
solution of the transient problem, which is expected to be minimal given 
the small value of Ste, as well as computational errors associated with 
computing the eigenvalues and integrals involved in computing the 
norms and coefficients cn. The good agreement between the present 
work and experimental data is encouraging. 

Additionally, a comparison of the present work with previously re
ported computation of the inwards melting of a cylinder by Shih and 
Tsay [23] is carried out. Shih and Tsay computed the frozen layer 
thickness and temperature distribution for a homogeneous cylinder 
using the analytical iteration method of Siegel and Savino [37]. Fig. 4 
presents this comparison for two different sets of Stefan and Biot 
numbers. Similar to the comparison with experimental data in Fig. 3, 
good agreement with past work based on numerical computation is seen 
in Fig. 4. This establishes further confidence in the accuracy of the 
present work. 

Fig. 5. Comparison with finite-element simulations: Dimensionless phase 
change propagation versus time for a problem of melting of water surrounded 
by an annular wall. Curves based on the present work and finite-element sim
ulations are presented for two different values of Biot numbers Bi = 0.625,1.25. 
Values of other parameters are γ1 = 1.2, ᾱ1 = 4.56, k̄1 = 2.5, Z̄L = 0, Ste =

0.083. 

Fig. 6. Comparison of the present work with quasi-stationary technique for 
moderately large Stefan number. Results from a numerical simulation are also 
shown for comparison. (γ1 =2.4, ᾱ1 = 0.46, k̄1 =2.5, Z̄L = 0, Ste=0.5,Bi=3.125). 
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Finally, comparison of the present work with numerical simulations 
in a finite-element software is also carried out. For this purpose, the 
problem of a melting cylinder surrounded by a thick annular region is 
considered. The top and bottom surfaces are considered to be adiabatic. 
The dimensionless geometric and thermal properties for this comparison 
are γ1 = 1.2, ᾱ1 = 4.56, k̄1 = 2.5, Z̄L = 0 and Ste = 0.083. For this 
problem, Fig. 5 presents a comparison between simulation results and 
the analytical model presented here in terms of the phase change front 
location as a function of time for two different values of Biot number, 
Bi = 0.625 and 1.25. Both cases are found to show excellent agreement 
between the analytical model and finite-element simulations, with a 
worst-case disagreement of <3.8% in the two cases. Note that the pre
sent technique compares favorably against numerical simulations in 
terms of computational time. For a typical phase change problem with a 
single-layer encapsulant, the entire phase change propagation process is 
found to be computed using the present work within 2.8 min compared 
to 162.8 min needed for a finite element based numerical computation 
using the same timestep on a standard desktop computer (32 GB RAM, 
2.6 GHz four-core processor). Moreover, a numerical computation also 

requires significant time and effort in discretization and typically re
quires proprietary software. 

A comparison of the present work with quasi-stationary technique is 
presented in Fig. 6. The present work, which tracks the phase change 
propagation by solving a transient thermal conduction problem may be 
interpreted as an extension of the quasi-stationary technique, which 
approximates the temperature field at any time by its steady-state value, 
sm and sL. By accounting for additional transient terms, the accuracy of 
the present work is expected to be greater than the quasi-stationary 
technique. For a specific problem, melting curves based on both tech
niques are presented in Fig. 6, along with results from numerical sim
ulations. The value of Stefan number is reasonably large, Ste = 0.5. In 
such a case, Fig. 6 shows better agreement with simulation results for the 
present work than the quasi-stationary technique. Thus, the present 
work offers greater accuracy for moderately large values of Ste, at which, 
the quasi-stationary technique is known to incur significant error [2]. 

Finally, comparison of the present work with past techniques is 
carried out in the context of the importance of modeling the encapsulant 
wall. Most of the past work [23–25,29] on the modeling of inwards 

Fig. 7. Importance of accounting for encapsulant wall: Comparison of dimensionless phase change interface location versus time without and with accounting for the 
presence of the wall. (a) and (b) present results for walls of high diffusivity (ᾱ1 = 100) and low diffusivity (ᾱ1 = 0.3), respectively. Values of other parameters are 
γ1 = 2.5, k̄1 = 3, Z̄L = 0, Ste = 0.3, Bi = 0.5. 

Fig. 8. Effect of Stefan number Ste: (a) Dimensionless phase change interface location versus time for different values of Ste; (b) Dimensionless complete melting time 
as a function of Ste. Values of other parameters are γ1 = 1.2, ᾱ1 = 0.5, k̄1 = 0.5, Z̄L = 0.5, Bi = 0.5. 
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phase change in a cylinder ignores the effect of the encapsulant wall on 
phase change progression. While doing so may be reasonable when the 
wall is thin and/or made of highly diffusive material, a thick, poorly 
diffusive wall is expected to have a signficnat impact on the phase 
change process, which should not be ignored. In order to illustrate this, 
Fig. 7 plots the phase change propagation curves for a cylindrical PCM 
with an annular encapsulant wall. A comparison of results based on the 
present work is carried out with direct modeling of the phase change 
process that ignores the presence of the encapsulant wall. Fig. 7(a) and 
Fig. 7(b) present this comparison for two distinct cases – a highly 
diffusive wall and a poorly diffusive wall, respectively, while all other 
problem parameters are held constant. These plots clearly show that 
relatively small error is incurred in ignoring the presence of the wall, as 
has been done in past work, when the wall has high thermal diffusivity. 
This is because in such a case, thermal conduction through the wall 
occurs rapidly, with minimal impact on the phase change propagation 
process. In contrast, as shown in Fig. 7(b), ignoring the presence of the 
wall results in a very inaccurate prediction of the phase change process 
when the wall is poorly diffusive. In such a case, the presence of the wall 
leads to significant thermal conduction delay, and, therefore, past 

techniques that completely ignore the presence of the wall are likely to 
be in significant error. Instead, the effect of the wall must be properly 
accounted for, using the technique developed in this work. 

3.4. Effect of externally imposed conditions: Stefan number and Biot 
number 

The externally imposed conditions that drive inwards propagation of 
melting in the present problem are represented by the non-dimensional 
parameters, Ste and Bi. While Ste includes, amongst other parameters, 
the temperature of the external ambient relative to the melting tem
perature of the PCM, Bi represents the convective heat transfer coeffi
cient that governs convective heat transfer at the external boundary. In 
general, the larger the value of either the external temperature or the 
heat transfer coefficient, the faster would be the rate of melting. In order 
to quantify these expected trends, the propagation of the melting front 
over time is computed for multiple values of Ste, while all other pa
rameters are held constant for a single-layer wall (γ1 = 1.2, ᾱ1 = 0.5,
k̄1 = 0.5, Z̄L = 0.5, Bi = 0.5). These plots, shown in Fig. 8(a), clearly 

Fig. 9. Effect of Biot number Bi: (a) Dimensionless phase change interface location versus time for different values of Bi with γ1 = 1.3; (b) Dimensionless complete 
melting time versus Bi associated with three different values of encapsulant thickness. The isothermal values of τfull are indicated in (b). Values of other parameters 
are ᾱ1 = 0.5, k̄1 = 0.5, Ste = 0.2, Z̄L = 0.5. 

Fig. 10. Effect of encapsulant thickness: (a) Dimensionless phase change interface location versus time for different values of δ̄; (b) Dimensionless complete melting 
time versus γ1. Values of other parameters are ᾱ1 = 0.3, k̄1 = 0.3, Z̄L = 0.5, Bi = 0.5, Ste = 0.3. 
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indicate increased rate of melting with increasing value of Stefan 
number. This effect is particularly evident for small values of Ste. 
Additionally, the total time taken for full melting of the cylinder, τfull is 
an important parameter that is often reported in experimental mea
surements. The dependence of τfull on Ste is plotted in Fig. 8(b). It is 
found that τfull decreases rapidly with increasing Ste at first, followed by 
a saturation effect, wherein τfull continues to decrease, but not as rapidly 
when Ste is relatively larger. This is likely because as Ste increases, other 
factors that contribute to melting, such as diffusion through the wall and 
the liquid phase become more and more dominant. 

The effect of Bi is investigated next. Similar to Fig. 8, melting front 
propagation curves are plotted for different values of Bi, while other 
parameters are held constant (ᾱ1 = 0.5, k̄1 = 0.5,Ste = 0.2, Z̄L = 0.5). 
The limiting case of an isothermal boundary condition is also shown. As 
expected, increasing the Biot number results in faster propagation of the 
melting front, which is because of increased convective heat transfer 
into the encapsulant. As expected, curves in Fig. 9 exhibit a saturation 
effect, in that at sufficiently large value of Bi, further increasing its value 

does not cause a significant change in the melting curve. This is because 
a sufficiently large value of Bi, around Bi = 50 in this case, is close 
enough to the isothermal boundary condition, and there is no significant 
change incurred by further increasing Bi. The time taken for full melting 
is plotted as a function of Bi in Fig. 9(b). Three different cases of the 
encapsulant thickness are considered. In each case, the corresponding 
limit for the isothermal boundary condition, computed separately is also 
shown. Consistent with expectations, Fig. 9(b) shows that the larger the 
value of Bi, the shorter is the time taken for full melting. The saturation 
effect associated with approaching the isothermal limit is seen at around 
Bi = 50 in each case, consistent with the melting curves in Fig. 9(a). As 
expected, the curves in Fig. 9(b) for different encapsulant thickness 
show increased time for melting with increasing encapsulant thickness. 
This is simply due to the greater resistance to heat flow offered by a 
thicker wall. 

3.5. Effect of encapsulant thickness 

As indicated in Fig. 9(b), the encapsulant thickness plays an impor
tant role in determining the melting characteristics since it determines 
the rate of heat transfer across the wall. The impact of the wall thickness 
is investigated further in Fig. 10. Phase change propagation as a function 
of time is plotted for multiple wall thicknesses in Fig. 10(a), whereas the 
time taken for full melting is plotted as a function of γ1 in Fig. 10(b). 
These plots quantify the impact of the wall thickness. Fig. 10(a) shows, 
for example, as expected, a slowdown in the melting front curve as the 
wall thickness increases. Unlike the saturation effects observed in 
connection with the Stefan number and Biot number in the previous sub- 
section, the effect of the wall thickness on the melting process is nearly 
linear – the thicker the wall, the longer it takes for the melting process to 
finish, as shown in Fig. 10(b). 

3.6. Effect of thermal contact resistance 

A key feature of the theoretical model presented here is that the ef
fect of thermal contact resistance at interfaces is accounted for. The 
thermal contact resistance appears, for example, in the eigenequation. 
From a practical perspective, it is of interest to determine how the 
thermal contact resistance affects the melting process. It is expected that 
a large thermal contact resistance will slow down thermal conduction 
from the outer boundary towards the melting front and, therefore, slow 
down the melting process. This is quantified in Fig. 11(a), where the 
phase change propagation as a function of time is plotted for multiple 

Fig. 11. Effect of thermal contact resistance Z̄L: (a) Dimensionless phase change interface location versus time for different values of Z̄L; (b) Dimensionless complete 
melting time versus Z̄L. Values of other parameters are γ1 = 1.3, ᾱ1 = 0.5, k̄1 = 0.5, Ste = 0.2, Bi = 0.5. 

Fig. 12. Dimensionless temperature distribution in the PCM-encapsulant 
composite at τ = 5 for different values of thermal contact resistance Z̄L. 
Values of other parameters are γ1 = 1.3, ᾱ1 = 0.5, k̄1 = 0.5, Ste = 0.2, Bi =

0.5 
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Fig. 13. Phase change propagation and temperature distribution for a two-layered encapsulant: (a) Dimensionless phase change interface location versus time for 
different values of γ2 with γ1 = 1.2; (b) Dimensionless temperature distribution in the PCM-encapsulant composite with two layers of encapsulant at different times 
for γ1 = 1.2 and γ2 = 1.5. Values of other parameters are ᾱ1 = 0.4, ᾱ2 = 0.5, k̄1 = 0.5, k̄2 = 0.4, Ste = 0.2, Bi = 0.5, Z̄L = 0.5, Z̄1 = 0.4. 

Fig. 14. Error as a function of Stefan number: Comparison of the approximate 
technique developed here with finite-element simulations in terms of phase 
change propagation curves at multiple values of Ste. Other problem parameters 
are γ1 = 1.2, ᾱ1 = 4.56, k̄1 = 2.5, Z̄L = 0, Bi = 0.625. 

Table 1 
Comparison of prediction of time taken for 50% completion of melting by the 
present work and numerical simulations for multiple values of Ste. The % error 
between the two is also listed.  

Ste τ1/2 % Error 

Present Work Simulations 

0.05 12.59 12.71 0.91 
0.08 7.87 8.00 1.61 
0.1 6.31 6.43 1.93 
0.3 2.10 2.25 6.50 
0.5 1.27 1.37 7.03 
0.8 0.81 0.91 10.96 
1.0 0.65 0.73 11.46 
1.5 0.43 0.55 21.56 
2.0 0.34 0.44 23.82 
3.0 0.24 0.33 25.85  

Fig. 15. Error as a function of Biot number: Comparison of the approximate 
technique developed here with finite-element simulations in terms of phase 
change propagation curves at multiple values of Bi. Other problem parameters 
are γ1 = 1.2, ᾱ1 = 4.56, k̄1 = 2.5, Z̄L = 0, Ste = 0.083. 

Table 2 
Comparison of prediction of time taken for 50% completion of melting by the 
present work and numerical simulations for multiple values of Bi. The % error 
between the two is also listed.  

Bi τ1/2 % Error 

Present Work Simulations 

0.3 14.11 14.24 0.96 
0.625 7.57 7.70 1.63 
1.25 4.57 4.73 3.36 
2.0 3.44 3.58 4.08 
2.5 3.06 3.19 4.20 
3.0 2.81 2.93 4.26 
4.0 2.50 2.62 4.39 
5.0 2.31 2.42 4.57 
6.0 2.19 2.29 4.66 
7.0 2.09 2.20 4.74  
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values of the contact resistance at the PCM-wall interface. The limiting 
case of perfect contact (Z̄L = 0) is also shown. As expected, the melting 
process slows down with increasing Z̄L, which is also observed in the 
dependence of τfull on Z̄L, shown in Fig. 11(b). Similar to the effect of the 
wall thickness, the effect of Z̄L on τfull is also linear. This may arise from 
the fact that both wall thickness and Z̄L offer linear resistance to the flow 
of heat across the wall and into the PCM. 

The impact of Z̄L on the temperature distribution in this problem is 
further shown in Fig. 12, which plots the temperature distributions at a 
specific time in both PCM and wall for different values of Z̄L. A contin
uous temperature curve is observed at the interface for the limiting case 
of perfect thermal contact, whereas a temperature discontinuity is 
observed for all other cases of non-zero Z̄L. As expected, the greater the 
contact resistance, the greater is the temperature drop across the 
interface. 

3.7. Phase change in a two-layered encapsulant 

While most of the analysis presented above considered a single- 
layered annular encapsulant around the PCM core, the model pre
sented in Section 2 is quite general and capable of accounting for an 
arbitrary number of encapsulant layers. In order to demonstrate this, 
phase change propagation is analyzed for the case of a two-layered 
encapsulant. Fig. 13(a) presents phase change propagation as a func
tion of time for four different values of the relative thickness of the outer 
encapsulant layer. The general behavior of χLS as a function of τ is similar 
to previous plots, and there is some dependence on the thickness of the 
outer encapsulant. As expected, the larger this thickness, the slower is 
the progression of the melting front. Fig. 13(b) plots temperature dis
tributions in the three-layer geometry comprising the PCM core and the 
two encapsulant layers at three different times. The left-wards pro
gression of the temperature curves in this plot indicates outwards 
propagation of the melting front, with the melting process about 80% 
complete at τ = 9. The discontinuity in the temperature curves at in
terfaces in Fig. 13(b) is due to the non-zero interfacial thermal contact 
resistance. While the computation cost associated with a multi-layer 
encapsulant increases with increasing number of layers, nevertheless, 
Section 2 completely outlines the final results for temperature distri
bution and phase change front propagation for a general case, which is 
quite straightforward to compute, even for a large number of layers. 

3.8. Accuracy of the approximate technique 

The technique developed in this work is inherently approximate, due 
to the assumption that the temperature distribution at any time is given 
by the solution of a transient multilayer thermal conduction problem 
with fixed phase change front, which results in an expression for the rate 
of propagation of the melting process. The approximate nature of the 
technique is not entirely surprising, since phase change problems are 
known to be non-linear in nature [2], and exact solutions are available 
only for the simplest phase change problems, such as one without an 
encapsulant and a constant temperature boundary condition in a Car
tesian geometry. Given the approximate nature of the solution devel
oped here, however, it is important to quantify the extent of error 
incurred, and, in particular, identify the range of key non-dimensional 
parameters, over which, reasonable accuracy may be expected. 

Towards this, the error incurred in this technique compared to finite- 
element simulations is determined as a function of two key non- 
dimensional parameters – Ste and Bi. Firstly, for a representative prob
lem, Fig. 14 plots phase change front location as a function of time for 
multiple values of Ste. In each case, results from the present work are 
compared with finite-element numerical simulations. In addition, the % 
error between the present work and finite-element simulations for each 
Ste is listed in Table 1. Note that the % error is computed in terms of τ1/2, 
the time taken to reach 50% completion of the melting process, i.e., 

χLS = 0.5. Fig. 14 shows reasonably good agreement between the two, 
particularly at low Ste, which is to be expected due to the slow rate of 
propagation of phase change at low Ste. As Ste increases, Fig. 14 shows 
greater relative deviation between the two, also quantified by the % 
error data shown in Table 1. These data show that in order for the 
approximate technique developed here to be within 10% accuracy, the 
value of Ste should be below 0.9. If a greater error, say 20%, is tolerable, 
then up to Ste = 1.5 is acceptable. This analysis quantifies the range of 
Ste, over which, the method discussed in this work offers reasonable 
accuracy. 

Similarly, the impact of Bi on accuracy of the approximate method is 
investigated in Fig. 15, in which, the present work is compared with 
finite-element simulations in terms of phase change front location as a 
function of time for multiple values of Bi. In addition, the % error be
tween the present work and finite-element simulations for each Bi is 
listed in Table 2. Unlike the impact of Ste, Fig. 15 and Table 2 show that 
the error incurred in the approximate method developed here is largely 
insensitive to the Biot number. This may be mainly due to the relative 
lack of impact of Bi on the rate of propagation of the melting process, 
which governs the accuracy of the key approximation made in this work. 

4. Conclusions 

The key contribution of this work is in the development of an 
approximate analytical technique based on series expansion to predict 
the rate of phase change in a cylindrical PCM when surrounded by a 
multilayer wall. This accounts for an important practical consideration, 
whereas most of the past work has assumed direct melting of the PCM. 
By correctly accounting for thermal conduction through the wall, the 
model developed here is likely to be a lot more accurate in realistic 
conditions. 

It is important to note the key assumptions made to simplify analysis 
in this work. Natural convection in the melted liquid has been neglected, 
and all properties are assumed to be constant. Both of these assumptions 
are likely to be reasonable when the temperature range is not particu
larly large. A quantitative assessment of the accuracy of such assump
tions in the context of a given problem may be carried out, for example, 
by calculating the Rayleigh number. Additionally, a single-valued 
melting temperature is assumed here, rather than a material that 
melts over a temperature range. The initial phase, solid in this case, is 
assumed to be initially at the melting temperature, which is a reasonable 
assumption, but can easily be relaxed by accounting for heat transfer 
into the solid phase through an additional layer in the multilayer 
problem solved here. Finally, it must be noted that the transient eigen
function expansion technique used here is an approximate one, as it 
assumes the temperature distribution at any time to be given by the 
solution of a fixed boundary transient thermal conduction problem. 
Exact solutions for phase change problems are unlikely, and approxi
mate methods such as the one presented here are useful for analysis. In 
the present case, good accuracy may be expected for low and moderate 
values of the Stefan number. 

This work expands the state-of-the-art in theoretical analysis of 
phase change heat transfer, particularly for multilayer bodies. Results 
and insights gained from this work may help in the design and optimi
zation of a variety of thermal management, energy storage and other 
related systems. 
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Appendix A. Solution of the transient components 

To begin with, eqs. (40) and (41) are reproduced below: 

1
ξ

∂
∂ξ

(

ξ
∂wm

∂ξ

)

=
1

ᾱm

∂wm

∂τ , (γm− 1 < ξ < γm,m = 1, 2,…,M) (A.1)  

1
ξ

∂
∂ξ

(

ξ
∂wL

∂ξ

)

=
∂wL

∂τ , (1 − χLS < ξ < 1) (A.2) 

Based on the separation of variables technique, it may be assumed that 

wm(ξ, τ) = fm(ξ)gm(τ) (A.3)  

wL(ξ, τ) = fL(ξ)gL(τ) (A.4) 

Substituting Eqs. (A.3) and (A.4) into Eqs. (A.1) and (A.2), respectively, one may obtain 

1
ξ
(
ξf ′

mgm
)′
=

1
ᾱm

fmgm (A.5)  

1
ξ
(
ξf ′

LgL
)′
= fLgL (A.6) 

Eq. (A.5) may be recast as 

ξ2f ′′
m + ξfm +

λ2
n

ᾱm
ξ2fm = 0 (A.7)  

g′
m + λ2

ngm = 0 (A.8)  

and Eq. (A.6) may be recast as 

ξ2f ′′
L + ξfL + λ2

nξ2fL = 0 (A.9)  

g′
L + λ2

ngL = 0 (A.10) 

Eqs. (A.8) and (A.10) admit exponential terms for the time-dependent component, whereas, for the spatial component, Eqs. (A.7) and (A.9), the 
solution involves Bessel equations. Combining the two in an infinite series results in the solution in the form given by Eqs. (50) and (51). 

Appendix B. Closed-form expressions for the special case in Section 3.1 

This Appendix presents expressions for coefficients A1,n, B1,n, AL,n and BL,n appearing in Eqs. (63)–(67) as well as the eigenequation for the special 
case of single-layered wall problem. 

By setting A1,n = 1, one may find B1,n, AL,n, BL,n from the boundary and interface conditions as 

B1,n = − k̄1̅̅ ̅̅
ᾱ1
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ᾱ1
√
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√
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√
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√

) (B.1)  
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ᾱ1

√

)(
k̄1
̅̅̅̅̅
ᾱ1
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ᾱ1
√

))

+Y1(λn)

(
k̄1
̅̅̅̅̅
ᾱ1
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(B.2)  
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ᾱ1
√

)

− BiJ0

(
λnγ1̅̅̅̅̅

ᾱ1
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ᾱ1
√

))(

Y0

(
λn
̅̅̅̅̅
ᾱ1
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ᾱ1
√

))

(J1(λn)Y0(λn) − J0(λn)Y1(λn) )

]− 1

(B.3) 

Additionally, the eigenequation for this problem is derived as follows: 
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ᾱ1
√

)

− BiJ0

(
λnγ1̅̅̅̅̅

ᾱ1
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ᾱ1
√

)

− BiY0

(
λnγ1̅̅̅̅̅

ᾱ1
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ᾱ1
√

)

− BiY0

(
λnγ1̅̅̅̅̅

ᾱ1
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