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3D integrated circuits (3-D ICs) technology is a promising approach for next-generation semiconductor
microelectronics. A 3D IC is formed by vertical interconnection of multiple substrates containing active
devices which offer reduced die footprint and interconnect length. Thermal management of a multi die
stack is a significant research challenge, for which rapid temperature computation in a 3D IC is desirable.
This manuscript presents a non-iterative heat transfer model for predicting the three-dimensional
temperature field in a multi-die 3D IC. The non-iterative model is much faster and accurate in com-
parison to finite element simulation and recently presented iterative models for temperature compu-
tation. The analytical model is used to compute the temperature field of a 3D IC with a large number of
die. The model is also used to examine the effect of various parameters on the computed temperature
field. In particular, the effect of thermal contact resistance is presented. The model and results presented
in this manuscript are expected be useful in rapid computation and effective thermal design of 3D ICs.

© 2014 Elsevier Masson SAS. All rights reserved.
1. Introduction

3D integrated circuits (3-D ICs) technology is a promising
approach for next-generation semiconductor microelectronics
[1e3]. A 3D IC is formed by vertical interconnection of multiple
substrates containing active devices [4]. 3D ICs offer reduced die
footprint and interconnect length without requiring dimensional
scaling of transistors [5]. As a result, 3D ICs may result in similar
performance benefits as dimensional scaling without the associ-
ated cost. One of the main technological challenges in 3D IC tech-
nology is in thermal management of a multi-die stack, and
particularly in providing cooling to various substrates in the stack
[5]. While one side of a traditional 2D IC on a single substrate is
typically available for heat removal, there is an inherent lack of
direct contact with a heat sink for device layers in the middle of the
stack. Utilization of through-substrate vias (TSVs) for cooling has
been investigated widely [6,7]. A number of microfluidics based
approaches have been suggested for addressing this challenge
[8e14].

An associated challenge in understanding and addressing ther-
mal management in 3D ICs is to accurately and rapidly compute
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erved.
temperature fields in a 3D IC. This capability is important not only
for cooling the 3D IC, but also to ensure optimal electrical perfor-
mance. For example, the capability to predict peak temperature on
each die in a 3D IC may be utilize to make smart decisions about
load balancing and reallocation and maximize electrical perfor-
mance of the stack [15]. Towards this, a 1D resistance network
based thermal model has been proposed [16]. While this model
highlighted important thermal phenomena that occur in 3D IC, its
one-dimensional nature does not account for the non-uniform
nature of heating on the surface of each die. Thermal network
analysis for thermal design of the chip has been proposed and the
effect of the area ratio of the interconnection in the interconnection
layer on the maximum temperature is investigated. It also has been
shown that in thermal network method the computational time is
shorter than CFD method and it is very useful in parametric studies
[17]. Thermal analysis of a typical 3D stack has been carried out
using finite element simulations [18]. While numerical computa-
tions provide reasonable results, they have several disadvantages.
Finite-element simulations are typically difficult to interface with
traditional electrical design and analysis codes.

Heat transfer in a multi-layer structure with heating on top has
been analyzed [19,20]. An iterative three-dimensional heat transfer
models with non-uniform heating on the transistor plane of each
die for 3D ICs has been developed [21]. Temperature distribution in
a 3D ICs with unequally-sized die has also been determined [22].
Steady-state and transient temperature fields based on Fourier
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series expansion and Laplace transforms respectively were studied.
These models solve the underlying energy conservation equations
in each die in an iterative fashion by assuming a distribution for the
heat transfer Qi(x,y) from one die to the adjacent die. The temper-
ature distribution is then determined using a solution of the gov-
erning energy conservation equation. Heat flow from one die to
another is then computed, and used to improve the assumed heat
flow distribution until convergence. The analytical nature of these
models contributes towards a fundamental understanding of the
heat transfer problem. For example, the dependence of various
parameters on the temperature distribution can be easily studied.
However, the iterative nature of these models increases computa-
tion speed. It is clearly desirable to develop a non-iterative
analytical model for computing the temperature field in a 3D IC
[21]. A non-iterative model will interface more seamlessly with
electrical design tools, providing the capability of rapid tempera-
ture prediction. This capability would be valuable for both run-time
performance management, as well as for pre-Silicon thermal
design of the 3D IC.

This manuscript presents a non-iterative, analytical heat transfer
model for computing three-dimensional temperature fields in a 3D
IC. The governing energy equations with appropriate boundary
conditions forN-die stackwithdifferentvaluesofNare solvedbyfirst
writing the solution in terms of infinite series, followed by deriving
and solving ordinary differential equations for the coefficients in the
series. Steady-state temperature fields predicted by this model
compare well with FEM-based simulation results and previously
developed iterative models. In addition, temperature computation
based on the proposed models is much faster than numerical simu-
lations or iterative approach. Section 2 describes the basic problem
being addressed here, and outlines the solution methodology. Ex-
pressions for the temperature field are derived for perfect contact
between layers (Section 2.1) as well as for non-zero thermal resis-
tance between layers (Section 2.2). Accounting for non-zero thermal
contact resistance is important, since such contact resistance is ex-
pected to exist between adjacent die in a 3D IC, and has been
experimentally measured [23e25]. Results from this model are
compared with previous papers for both accuracy and computation
time. Several applications of the model are discussed in Section 3.
These include temperature computation for a 3D IC with a large
number of strata, as well as the effect of inter-die thermal contact
resistance. Results discussed in this paper may find applications in
development of tools for rapid thermal computation for 3D ICs.

2. Steady-state thermal conduction in a multi-die 3D IC

Fig. 1 shows a schematic of of the N-die stack under consider-
ation, and top view of one of the die. The die stack consists of N die,
Fig. 1. Schematic of the N-die stack, and a cross-section view of th
each die is a cuboid of size a by b by ci. Thermal conductivity k of
each die is assumed to be isotropic and temperature-independent.
A heat spreader and/or heat sink is assumed to be attached to the
bottom-most die. The effect of the heat spreader/sink is modeled
using a convective heat transfer coefficient h on the bottom surface
of the bottom-most die. The top surface of the die stack, which is
typically attached to the electronic package is assumed to be
adiabatic, since the thermal resistance of the electronic package is
typically much larger than the heat spreader/sink. All side surfaces
are assumed to be adiabatic. Spatially-varying heating Qi(x,y) is
assumed to occur on the top surface of each die. The primary in-
terest is in developing a model for rapidly computing the temper-
ature fields Ti(x,y,z).

In this case, the governing energy conservation equation is

v2Ti
vx2

þ v2Ti
vy2

þ v2Ti
vz2

¼ 0 (1)

Subject to boundary conditions

vTi
vx

¼ 0 at x ¼ 0; a (2)

vTi
vy

¼ 0 at y ¼ 0;b (3)

Boundary conditions in the z direction include heat flux condi-
tion at the top of the Nth die, and convective boundary condition at
the bottom of the first die.

vT1
vz

¼ h
k
T1 at z ¼ 0 (4)

vTN
vz

¼ 1
k
QN
�
x; y
�

at z ¼ cN (5)

In addition, continuity of temperature and conservation of heat
flux at the interfaces between adjacent die provide additional
boundary conditions. Two specific cases are considered in the
following sub-sections, one with perfect thermal contact between
adjacent die, and one with a given thermal contact resistance be-
tween adjacent die.
2.1. Perfect thermal contact

In case of perfect thermal contact between adjacent die, the
temperature of the two die at the interface must be equal.
e ith die showing the production of heat on the top surface.
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Tiþ1jz¼0 ¼ Tijz¼ci i ¼ 1;…;N � 1 (6)

Further, energy conservation at the interface yields

k
vTi
vz

����
z¼ci

¼ Qi
�
x; y
�þ k

vTiþ1
vz

����
z¼0

i ¼ 1;…;N � 1 (7)

The governing equation represented by Equations (1)e(7) is
solved using Fourier cosine series expansion in the homogeneous x
and y directions [26]. Similar to the approach outlined in a previous
paper [21,22], the solution for the temperature field Ti(x,y,z) is
written as:

Ti
�
x; y; z

� ¼ ai;0ðzÞ þ
X∞
m¼0

X∞
n¼0

ai;nm
�
z
�
cos
�npx

a

�
cos
�mpy

b

�
(8)

This section presents an analytical approach to derive explicit
expressions for the z-dependent coefficients ai,0(z) and ai,nm(z) that
eliminates the need for iterative determination of the temperature
fields using temperature and heat flux matching at the interfaces,
as recently discussed [21,22]. To do so, the Fourier cosine series
expansions of Qi(x,y) are first written as follows

Qi
�
x; y
� ¼ bi;0 þ

X∞
m¼0

X∞
n¼0

bi;nm cos
�npx

a

�
cos
�mpy

b

�
(9)

where the coefficients bi,0 and bi,nm may be determined as

bi;0 ¼ 1
ab

Zb
0

Za
0

Qiðx; yÞdxdy (10)
Ai;nm ¼

�
bN;nm

klnm

�
þPN�1

i*¼1

h
ri*;nm exp

�
gnm

PN
j¼i*þ1 cj

�iþPN�1
i*¼1

h
ri*;nm exp

exp
�
gnm

PN
i*¼1 ci*

�
� Pnm exp

�
� gnm

PN
i*¼1

�
Xi�1

i*¼1

ri*;nm exp

2
4gnm Xi�1

j¼i*þ1

cj

3
5 i ¼ 1;…;N

Bi;nm ¼

�
bN;nm

klnm

�
þPN�1

i*¼1

h
ri*;nm exp

�
gnm

PN
j¼i*þ1 cj

�i
þPN�1

i*¼1

h
ri*;nm ex

exp
�
gnm

PN
i*¼1 ci*

�
� Pnm exp

�
� gnm

PN
i*¼1

þ
Xi�1

i*¼1

ri*;nmexp

2
4� gnm

Xi�1

j¼i*þ1

cj

3
5 i ¼ 1;…;N
bi;nm ¼ dnm

ab

Zb
0

Za
0

Qi
�
x; y
�
cos
�npx

a

�
cos
�mpy

b

�
dxdy (11)

where dnm is 0 if n and m are both zero, 4 if n and m are both non-
zero, and 2 otherwise.

To determine ai,0(z) and ai,nm(z), the temperature field given in
Equation (8) is first substituted in the governing energy Equation
(1), which results in ordinary differential equations in ai,0(z) and
ai,nm(z). The solution is found to be

ai;0
�
z
� ¼ Ai;0 þ Bi;0z (12)

ai;nm
�
z
� ¼ Ai;nm exp

�
gnmz

�þ Bi;nm exp
�� gnmz

�
(13)

where gnm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðnp=aÞ2 þ ðmp=bÞ2

q
.

The coefficients in Equation (12) are determined by applying the
boundary conditions in z direction, Equations (4)e(7), resulting in a
set of 2N equations in 2N variables, i.e. Ai,0 and Bi,0, where i¼ 1, 2,…,
N. By careful rearrangement of terms, an explicit analytical solution
is derived to be

Bi;0 ¼
XN
i*¼i

bi*;0
k

i ¼ 1;…;N (14)

Ai;0 ¼ 1
h

XN
i*¼1

bi*;0 þ
Xi�1

i*¼1

2
4ci* XN

j¼i*

bj;0
k

3
5 i ¼ 1;…;N (15)

Similarly, an analytical solution for Ai,nm and Bi,nm is found by
inserting the expression for ai,nm given by Equation (13) into the z
boundary conditions. This results in
�
� gnm

PN
j¼i*þ1 cj

�i

ci*
� exp

 
gnm

Xi�1

i*¼1

ci*

!

(16)

p
�
� gnm

PN
j¼i*þ1 cj

�i

ci*
� Pnm exp

 
� gnm

Xi�1

i*¼1

ci*

!

(17)



Fig. 2. Comparison of temperature determined from the non-iterative model with
iterative and finite-element simulation results along the cross-section lines in the
middle of every hotspot.

Fig. 4. Temperature rise at top surface of die 5 for a ten-die stack case with different
values of thermal contact resistance.
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where

ri;nm ¼ bi;nm
2kgnm

i ¼ 1;…;N � 1 (18)

Pnm ¼ kgnm � h
kgnm þ h

(19)

The treatment above assumes that each die has the same ther-
mal conductivity, which is likely, since 3D integration so far is based
on bonding die of the samematerial with each other to form the die
stack. However, in case of integration with die of dis-similar ma-
terials, the equations above can be easily re-derived considering
each die to have a distinct thermal conductivity, ki. In this case, a set
of linear equations for coefficients Ai,nm and Bi,nm can still be
derived. However, these equations do not admit a straight-forward,
explicit solution, and must instead be solved using techniques such
as matrix inversion.
Fig. 3. Maximum temperature rise in N-die stack as a function of number of die for
two different cases.
2.2. Non-zero thermal contact resistance between interfaces

This sub-section considers the case where a non-zero thermal
contact resistance Ri exists between the ith and (iþ 1)th die. In such
a case, continuity at interfaces, described previously by Equation (6)
is modified to the following:

Tiþ1jz¼0 ¼ Tijz¼ci þ kRi
vTiþ1
vz

����
z¼0

for i ¼ 1;…;N � 1 (20)

Similar to the perfect thermal contact presented in Section 2.1,
the temperature solution for this case is still governed by Equation
(8), with expressions for coefficients given by Equations (12) and
(13). In a manner similar to Section 2.1, explicit expressions for
coefficients Ai,0, Bi,0 are derived to be

Bi;0¼
XN
i*¼i

bi*;0
k

i ¼ 1;…;N (21)

Ai;0¼
1
h

XN
i*¼1

b0;i* þ
Xi�1

i*¼1

2
4ci*XN

j¼i*

b0;j
k

3
5þXi�1

i*¼1

2
4kRi* XN

j¼i*þ1

b0;j
k

3
5 i¼1;…;N

(22)

Due to the added complexity in boundary condition Equation
(20), the coefficients Ai,nm and Bi,nm in Equation (13) cannot be
Fig. 5. Maximum temperature rise at top surface of die 5 in a ten-die stack case with
different values of convective heat transfer coefficient.



Fig. 6. (a) Power map of a 15-die stack representative of a APUeGPU microprocessor unit, (b) computed temperature field for the power map.

Fig. 7. (a) Power map of an alternative, thermally-friendly floorplan for the 15-die stack, (b) computed temperature field for the power map.
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described explicitly. Instead, a set of 2N equations in 2N unknowns
Ai,nm and Bi,nm are derived using the z boundary conditions. The
equations are

gnm
�
A1;nm�B1;nm

� ¼ h
k

�
A1;nm þ B1;nm

�
(23)

kgnm
�
AN;nmexp

�
gnmcN

�� BN;nm exp
�� gnmcN

�� ¼ bN;nm (24)

Aiþ1;nmð1�kRignmÞþBiþ1;nm
�
1þkRignm

�
¼Ai;nm exp

�
gnmci

�þBi;nm exp
��gnmci

�
i¼1;…;N�1 (25)

Aiþ1;nm�Biþ1;nm ¼ Ai;nm exp
�
gnmci

�� Bi;nm exp
�� gnmci

�
� bi;nm
kgnm

i ¼ 1;…;N � 1

(26)

A solution of Equations (23)e(26) using commonly available
techniques such as matrix inversion results in solutions for the
coefficients Ai,nm and Bi,nm. This completes the solution for non-zero
thermal contact resistance between adjacent die.
3. Results and discussion

Based on the analytical method described in the previous
section, the temperature field on a two-die stack is computed and
compared with finite-element simulation results, and a previ-
ously reported iterative method [21]. It is found that using about
20 eigenvalues provides sufficient accuracy, and that further ei-
genvalues do not contribute significantly to the computed tem-
perature value. Each die of size 10 mm by 10 mm is assumed to
have a 5 W hotspot of size 1 mm by 1 mm, centered at (2.5 mm,
2.5 mm) for die1 and (7.5 mm, 7.5 mm) for die2 respectively. Heat
dissipation is assumed to occur through a heat sink attached to
die1. The heat sink is modeled using a convective heat transfer
coefficient of 5000 W m�2 K�1. A plot of temperature rise along a
horizontal line passing through the hotspot centers is shown in
Fig. 2. The temperature field computed using the model pre-
sented in Section 2.1 is in excellent agreement with finite-
element simulations carried out in commercial software. The
non-iterative model presented in this paper is found to be more
accurate than the previously reported iterative model [21]. More
importantly, the computation time for the non-iterative model is
much lower than both finite-element simulations and the itera-
tive model. This improvement is particularly significant when the
number of die in the stack is larger than 10, making this model
appropriate for rapid temperature computation for large, multi-
die systems.

Fig. 3 plots the maximum temperature rise in the 3D IC as a
function of number of die in the stack. While the model is
capable of accounting for any general heat distribution, in this
case, a single hotspot of size 1 mm by 1 mm and power 1.0 W is
assumed to be present on each die. Two specific cases are
considered e one in which the hotspots are vertically aligned
with each other, and a second case in which the hotspots are
alternatively staggered, as shown in Fig. 3. As expected, the
temperature increases rapidly as the number of die in the stack
increases. Further, the temperature rise in the first case, where
the hotspots are aligned, is greater than the second case. This
happens because of increased power density due to overlap of
hotspots in the first case.
Depending on the nature of integration, some thermal contact
resistance may exist between adjacent die in a 3D IC stack [23e25].
This thermal contact resistancemay occur due to the presence of an
underfill material around metal pillars that bond adjacent die
together. In addition, a non-zero thermal contact resistance may
also occur due to imperfect bonding between metal pads on adja-
cent die. Since thermal contact resistances are known to impact
thermal characteristics of microsystems [27,28], it is important to
carry out an evaluation of the effect of thermal contact resistance
on the temperature field in a 3D IC stack. Fig. 4 shows the tem-
perature curve along a line passing through the hotspot on die5 in a
10 die stack, where each die has an aligned, 1.0 W hotspot of size
1 mm by 1 mm. This curve is plotted for a number of thermal
contact resistance values, computed using the model presented in
Section 2.2. For comparison, the perfect thermal contact resistance
model, presented in Section 2.1 is also plotted. Fig. 4 shows that, as
expected, temperature rise increases as thermal contact resistance
increases. This plot shows the importance of engineering the inter-
die interface in order to reduce thermal contact resistance and
hence reduce temperature rise.

Further, the effect of the convective boundary condition at the
bottom-most die is investigated. Fig. 5 plots the peak temperature
in a ten-die stack similar to the one considered in Fig. 3 as a
function of convective heat transfer coefficient. It is found that the
maximum temperature in the ten-die stack decreases rapidly when
convective heat transfer coefficient increases. The temperature
reduction is significant at low values of the convective heat transfer,
but this effect diminishes somewhat as the heat transfer coefficient
increases.

Finally, in order to demonstrate the capability of the analyt-
ical model, the temperature profile on each die for a 15-die case
is computed for non-uniform heating, shown in Fig. 6(a). Each of
the orange (in the web version), blue, green and gray blocks
corresponds to a heat rate of 75.0, 20.0, 17.5 and 4.0 W/cm2

respectively. The temperature field on each die is computed
using the model presented in Section 2.1. The computed tem-
perature fields are shown in Fig. 6(b) for each die. The temper-
ature fields shown in Fig. 6(b) take into account non-uniform
heating in different blocks as well as their in-plane and out-of-
plane proximity. The computation time for the model for a 15
die stack is about 170 s, which is much faster than both finite-
element simulations as well as iterative models for tempera-
ture computation [21].

The floorplan for the 15-die case considered in Fig. 6 is redis-
tributed in order to obtain a more thermal friendly floorplan. It is
expected that distributing the orange blocks e that generate the
highest power density e more uniformly amongst all dies may
result in a more uniform and lower temperature distribution. The
resulting heating profile and computed temperature distribution
on each die are shown in Fig. 7(a) and (b) respectively. Note that
temperature distributions in Figs. 6(b) and 7(b) are both plotted in
the same color range, for ease of comparison. As expected, the
thermal friendly redistribution of heat generating blocks results in
considerably reduced temperature and greater thermal uniformity.
The redistribution of the floorplan carried out here is based on
reducing power density by distributing the high power density
blocks uniformly, the power map in Fig. 7(a) is not necessarily
thermally optimal. Determination of a thermally optimal power
map may require iterative redistribution with several steps.
Further, floorplanning optimization is a multi-disciplinary process
[29] that requires the optimization of several objectives related to
thermal and electrical performance. It is expected that the analyt-
ical model presented in this paper may aid such a multidisciplinary
floorplanning optimization process by computing the temperature
distribution at each step.
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4. Conclusions

In this paper a non-iterative analytical approach for computing
three-dimensional temperature field in a 3D IC has been investi-
gated. For different values of number of stacks in 3D IC, the gov-
erning energy equations with appropriate boundary conditions
have been solved. The steady state temperature field predicted by
the model compared well with finite element simulation and the
iterative model which presented in the past. Furthermore the
model is much faster than numerical model and iterative model.
The temperature distribution for large number of die has been
presented and the effect of inter-die thermal contact resistance
investigated. Also several application of the work discussed and the
results may be useful in design and fast thermal computation of
3D IC.
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